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Motivations

The object usually have some regions that are occluded, reflective, 
incomplete or totally invisible from one particular viewpoint. 
We need to combine the information from different viewpoints to 
understand the object. 

Given a set of view image of 3D object 
we want to predict the category of the object.

Problems:

Solutions:

A simple view pooling operation cannot aggregate the information from 
corresponding regions.

region-to-region relationships and view-to-view relationships

Matching score between and :

The region features of the i-th view:

The reinforced region feature are calculated based on the
matching score:

Then the 3D object feature is calculated as the convex combination of 
the view feature. 

Quantitative results:

Qualitative results:

Ablation on view numbers Ablation on reinforcing block

Comparisons with state-of-the-art

Normalize the matching score:

Reinforcing (region)

Integrating (view)
Model the pair-wise relationships between views to determine the
importance score of each view:

Normalizing the importance score using ReLU (can be seen as first
order approximation of SoftMax) to stabilize training.

• across view • inside view

Retrieval results

Visualization of the learnt importance scores, The weight of each view is shown at the bottom of the image.

Visualization of the learnt correspondence regions, we frame the most relevant regions with orange rectangles.

Experiments


