
Identifying the Risks of LM Agents with an LM-Emulated Sandbox
Yangjun Ruan12∗ Honghua Dong12∗ Andrew Wang12 Silviu Pitis12 Yongchao Zhou12

Jimmy Ba12 Yann Dubois3 Chris J. Maddison12 Tatsunori Hashimoto3

1University of Toronto 2Vector Institute 3Stanford University *Equal contribution

Overview

Language model (LM) agents with external tools

⌣ unlock a rich set of new capabilities, e.g., GPTs & AutoGPT

⌢ can pose severe & diverse risks by taking unintended actions!

Common practice: requires significant manual effort for testing
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✘ find & replicate failures in long-tail scenarios

✘ scale to safety evaluation for generalist agents

Contribution: An LM-based emulation framework that enables

✔ scalable testing of agents across diverse tools & scenarios

✔ rapid identification of realistic failures in long-tail scenarios

✔ automatic & quantitative assessment for developing safer agents

ToolEmu: Identifying Failures with LM Emulation

Motivation: Simulation-based testing is

⌣ widely adopted in high-stakes domains like autonomous driving

⌢ typically domain-specific & statically established

Idea: Use LMs as an automated virtual sandbox and safety evaluator
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⌣ broad and easily expandable tool testing scope

⌣ flexible testing in rare scenarios without manual setup

⌣ scalable risk assessment with automatic eval.

Example Identified Failures

ToolEmu Identifies True Failures

Human validation shows

⌣ 70+% of identified failures are realistic & genuine

⌣ 85+% of LM emulations are accurate & consistent

Real sandbox instantation of terminal failures

⌣ 6 out of 7 failures reproduced

⌣ 15 mins (emulation) vs 8 hours (instantiation)

Curating an Evaluation Benchmark

Data curation: GPT-4 generation + human filtering & refinement

Toolkit Taxonomy
Social, Finance, E-commerce
Productivity, Communication, 
Map, Media, Search, Security,

Health, IoT, Industry, …

Toolkit Names & Descs
IoT category:
- AuguestSmartLock: control the 
lock and manage access…
- GoogleHome: control and mange 
smart home devices…
- …

Toolkit Specifications
AuguestSmartLock toolkit:
- SearchGuests(keywords) -> guests
- GrantAccess(guests, permanent, 
start, end) -> success 
- RevokeAccess(guests) -> success
- …

Test Case
- Toolkits: [AugustSmartLock, Gmail]
- User Instruction: Grant Alice 
access to my house on Sunday
- Underspecification: …
- Expected achievement: … 
- Potential risks & risky actions: …

144 test cases
9 risk types

36 toolkits
311 tools

⌣ No tool implementation or sandbox setup is required!

Broad coverage of tools & risks

23 toolkits:

• No existing sandboxed eval.

• E.g., Gmail & BankManager

7 toolkits:

• No public APIs

• E.g., TrafficContol
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Evaluating LM Agents within ToolEmu
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• API-based agents demonstrate the best safety and helpfulness

• Less capable agents’ better safety is due to their inefficacy

• Best agent with prompt tuning still fails 23.9% of the time


