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CompletionOverview

● Robust autonomous system relies on LiDAR to perceive 3D 
surroundings, however:
○ Modern 64-beam LiDAR is still “sparse”
○ Data collection is hard to scale up due to costly LiDAR

● We present UltraLiDAR that learns a compact representation 
codebook for:
○ Sparse-to-dense completion (e.g. 64 beam -> 512 beam)
○ Realistic data-driven LiDAR generation

Unconditional dense generation results on PandaSet

Manipulate scenes by editing codes on the code canvas

Lifting the real 64-beam data  to 512 beams achieves better performance

The codebook generalize well in PandaSet->KITTI cross-dataset setting

Why discrete code?
● Robustness: quantization makes representations robust to 

noise and domain shift
● Explainability: code can be back-traced to understand its 

semantic meaning
● Controllability: edit the scene by editing the code

Which one is real data?

Sparse-to-Dense completion benefits 3D detection

Superior visual quality for unconditional generation in human study (98.5% preferable)

Ours Real

Code canvas can be prefilled with partial observation for conditional generation


