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Abstract
Estimating 3D pose from monocular images is a highly ambiguous problem. Phys-
ical constraints can be exploited to restrict the space of feasible configurations. In
this paper we propose an approach to constraining the prediction of a discrimi-
native predictor. We first show that the mean prediction of a Gaussian process
implicitly satisfies linear constraints if those constraints are satisfied by the train-
ing examples. We then show how, by performing a change of variables, a GP can
be forced to satisfy quadratic constraints. As evidenced by the experiments, our
method outperforms state-of-the-art approaches on the tasks of rigid and non-rigid
pose estimation.

1 Introduction
Estimating the 3D pose of an articulated body or of a deformable surface from monocular images is
one of the fundamental problems in computer vision. It is known to be highly ambiguous and there-
fore requires the use of prior knowledge to restrict the pose to feasible configurations. Throughout
the years, two main research directions have emerged to provide such knowledge: approaches that
rely on modeling the explicit properties of the object of interest, and techniques that learn these
properties from data.

Methods that exploit known physical properties have been proposed both for deformable shape
recovery [9, 15] and for articulated pose estimation [18, 7]. Unfortunately, in most cases, the con-
straints introduced to disambiguate the pose are quadratic and non-convex. This, for example, is
the case of fixed-length constraints [9, 15, 18] or unit norm constraints. As a consequence, such
constraints are hard to optimize and often yield solutions that are sub-optimal.

Learning a prior over possible poses seems an attractive alternative [13, 3, 16, 22]. However, these
priors are employed in generative approaches that require accurate initialization. In articulated pose
estimation [14, 1, 21], the need for initialization has often been prevented by relying on discrim-
inative predictors that learn a mapping from image observations to 3D pose. Unfortunately, the
employed approaches typically assume that the output dimensions are independent given the inputs
and are therefore only adapted to cases where the outputs are weakly correlated. In pose estimation,
this independence assumption is in general violated, and these techniques yield solutions that are
far from optimal. Recently, [12] proposed to overcome this issue by imposing additional physi-
cal constraints on the pose estimated by the predictor. However, these constraints were imposed at
inference, which required to solve a non-convex optimization problem for each test example.

In this paper, we propose to make the predictor implicitly satisfy physical constraints. This lets
us overcome the issues related to the output independence assumption of discriminative methods
while avoiding the computational burden of enforcing constraints at inference. To this end, we first
show that the mean prediction of a Gaussian process implicitly satisfies linear constraints. We then
address the case of quadratic constraints by replacing the original unknowns of our problem with
quadratic unknowns under which the constraints are linear. We demonstrate the effectiveness of
our approach to predict rotations expressed either as quaternions under unit L2-norm constraints,
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or as rotation matrices under orthonormality constraints, as well as to predict 3D non-rigid poses
under constant length constraints. Our experiments show that our approach significantly outperforms
Gaussian process regression, as well as imposing constraints at inference [12]. Furthermore, for high
dimensional inputs and large training sets, our approach is orders of magnitude faster than [12].

2 Constrained Gaussian Process Regression
In this section, we first review Gaussian process regression and then show that, for vector outputs,
linear constraints between the output dimensions are implicitly satisfied by the predictor. We then
propose a change in parameterization that enables us to incorporate quadratic constraints. Finally,
we rely on a simple factorization to recover the variables of interest for the pose estimation problem.

2.1 Gaussian Process Regression
A Gaussian process is a collection of random variables, any finite number of which have consistent
joint Gaussian distributions [10]. Let D = {(xi, yi), i = 1, · · · , N} be a training set composed
of inputs xi and noisy outputs yi generated from a latent function f(x) with i.i.d. Gaussian noise
εi ∼ N (0, σ2

n), such that yi = f(xi) + εi. Let f = [f(x1), · · · , f(xN )]T be the vector of function
values, and X = [x1, · · · ,xN ]T be the inputs. GP regression assumes a GP prior over functions,

p(f |X) = N (0,K) , (1)

where K is a covariance matrix whose entries are given by a covariance function, Ki,j = k(xi,xj).
Inference in the GP model is straightforward. Let y = [y1, · · · , yN ]T be the vector of training
outputs. Given a new input x∗, the prediction f(x∗) follows a Gaussian distribution with mean
µ(x∗) = yT K−1k∗ and variance σ(x∗) = k(x∗,x∗)− kT

∗K−1k∗.

The simplest way to extend a GP to deal with multiple outputs is to assume that, given the inputs, the
outputs are independent. However, for correlated output dimensions, this is a poor approximation.
Recent research has focused on learning the interactions between the output dimensions [6, 19, 4, 2].
In this paper, we take an alternative approach, since, for the problem at hand, the constraints are
known a priori. In particular, we show that for any input we can enforce the mean prediction of a
GP to implicitly satisfy the constraints linking the output dimensions, and thus implicitly model the
output correlations.

2.2 Linear Constraints
As mentioned above, we consider the problem of vector output regression and seek to learn a predic-
tor able to model the constraints linking the different dimensions of the output. Let us first study the
case of linear relationships between the output dimensions. Here, we show that, if the training data
satisfies a set of linear constraints, the mean prediction of a GP implicitly satisfies these constraints.
Proposition 1. Let {y1, · · · ,yN} be a set of training examples that satisfy the linear constraints
Ayi = b. For any input x∗, the mean prediction of a Gaussian process µ(x∗) will also satisfy the
constraints Aµ(x∗) = b.

Proof: Let Ŷ = [ŷ1, · · · , ŷN ]T be the matrix of mean-subtracted training examples. The prediction
of a GP can be computed as the sum of the mean of the training data, ȳ, and a linear combination of
the ŷi, i.e., µ(x∗) = ȳ + ŶT K−1k∗. The mean of the training data satisfies the constraints since
Aȳ = A( 1

N

∑N
i=1 yi) = 1

N

∑N
i=1 b = b. Furthermore, any mean-subtracted training example ŷi

satisfies Aŷi = 0, since Aŷi = Ayi−Aȳ = b−b = 0. As a consequence, any linear combination
ŶT w of the mean-subtracted training data satisfies AŶT w =

∑
i wiAŷi = 0. This, in particular,

is the case when w = K−1k∗, and therefore Aµ(x∗) = A(ȳ + ŶT K−1k∗) = b.

Thus, if the training examples satisfy linear constraints, the mean prediction of the GP will always
satisfy the constraints. Note that this result not only holds for GPs, but for any predictor whose
output is a linear combination of the training outputs. However, most of the physical constraints
that rule non-rigid motion are more complex than simple linear functions. In particular, quadratic
constraints are commonly used [9, 15].

2.3 Quadratic Constraints
We now show how we can enforce the prediction to satisfy quadratic constraints. To this end, we
propose to perform a change in parameterization such that the constraints become linear in the new
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(a) (b) (c) (d) (e) (f)
Figure 1: Samples from our datasets. (a) Square plane used for rotation estimation. (b) Similar
square deformed by assigning a random value to the angle between its facets. (c) Synthetically
generated inextensible mesh. (d) Image generated by texturing the mesh in (c). (e) Similar image
obtained with a more uniform texture. (f) Image from the HumanEva dataset [17] registered with
the method of [11].

variables. This can simply be achieved by replacing the original variables with their pairwise prod-
ucts. In cases where we do not expect the constraints to depend on all the quadratic variables (e.g.,
distance constraints between 3D points), we can consider only a subset of them. In this paper, we
will investigate three types of quadratic constraints involved in rigid and non-rigid pose estimation.

More formally, let Z ∈ <P×D be a matrix encoding a training point. For rotations, when expressed
in quaternion space, P = 1 and D = 4, and when expressed as rotation matrices, P = 1 and D = 9.
In the case of a non-rigid pose expressed as a set of 3 dimensional points (e.g., human joints or mesh
vertices), P = 3, and D is the number of points representing the pose. Let Q ∈ <D×D be the matrix
encoding quadratic variables such that Q = ZT Z. Since by definition Q is symmetric, it is fully
determined by its upper triangular part. Thus, we define a training point for our Gaussian process as
the concatenation of the upper triangular elements of Q, i.e.,

y = [Q11, · · · ,Qij , · · ·QDD]T with i ≥ j.

Note that, when P = 1, any quadratic equality constraint can be written as a linear equality con-
straint in terms of y. As shown in the previous section, the prediction of a Gaussian process will
always satisfy linear constraints if the training points satisfy the constraints. As a consequence, the
variables we regress to will satisfy the quadratic constraints, and by construction, the matrix Q̃ built
from the mean prediction of the GP will be symmetric.

However, to solve the pose estimation problem, we are interested in Z, not in y. Thus, we need
an additional step that transforms the quadratic variables into the original variables. We propose to
cast this problem as a matrix factorization problem and minimize the Frobenius norm between the
factorization and the output of the GP. The solution to this problem can be obtained in closed form
by computing the SVD of the matrix built from the predicted quadratic variables ỹ = µ(x∗), i.e.,

Q̃ =


ỹ1 ỹ2 · · · ỹD

ỹ2 · · · · · · · · ·
...

...
...

...
ỹD · · · · · · ỹD(D+1)

2

 =VΣVT .

The final solution is obtained by taking into account only the singular vectors corresponding to the
P largest singular values. Assuming that the values in Σ are ordered, this yields

Z̃ =
√

Σ1:P,1:P VT
:,1:P , (2)

where the subscript 1 : P denotes the first P rows or columns of a matrix. Note that the GP does not
guarantee that the predicted Q̃ has rank P . Therefore, we do not truly guarantee that Z̃ satisfies the
constraints. However, as shown in our experiments, the violation of the constraints induced by the
factorization is much smaller than the one produced by doing prediction in the original variables.

Note that the solution to the factorization of Eq. 2 is not unique. First, it is subject to P sign
ambiguities arising from taking the square root of Σ. Second, when P > 1, the solution can
only be determined up to an orthonormal transformation T, since (V:,1:P T)Σ1:P,1:P (V:,1:P T)T =
(V:,1:P T)Σ1:P,1:P (TT VT

:,1:P ) = V:,1:P Σ1:P,1:P VT
:,1:P . To overcome both sources of ambiguities,

we rely on image information. Since we consider the case of rigid and non-rigid pose estima-
tion, we can make the typical assumption that we have correspondences between 3D points on the
object of interest and 2D image locations [8, 9]. The sign ambiguities result in 2P discrete solu-
tions. We disambiguate between them by choosing the one that yields the smallest reprojection
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(a) (b) (c) (d)
Figure 2: Estimating the rotation of a plane. (Top) Mean reconstruction error and constraint
violation when parameterizing the rotations with quaternions. (Bottom) Similar plots when the
rotations were parameterized as rotation matrices. Note that our approach outperforms the baselines
and is insensitive to the parameterization used.

error. Note, however, that other types of image information, such as silhouettes or texture, could
also be employed. To determine the global transformation of Z̃, we similarly rely on 3D-to-2D
correspondences; finding a rigid transformation that minimizes the reprojection error of 3D points
is a well-studied problem in computer vision, called the PnP problem. In practice, we employ the
closed-form solution of [8] to estimate T.

3 Experimental Evaluation
In this section, we show our results on rigid and non-rigid reconstruction problems involving
quadratic constraints. Samples from the diverse datasets employed are depicted in Fig. 1. As our
error measure, we report mean point-to-point distance between the recovered 3D shape and ground-
truth averaged over 10 partitions for a fixed test set size of 500 examples. Furthermore, we also show
error bars that represent ± one standard deviation computed over the 10 partitions. These error bars
are non-overlapping for all constraint violation plots, as well as for most of the reconstruction errors,
which shows that our results are statistically significant. For all experiments we used a covariance
function which is the sum of an RBF and a noise term, and fixed the width of the RBF to the mean
squared distance between the training inputs and the noise variance to σ2

n = 0.01. Furthermore,
in cases where the number of training examples is smaller than the output dimensionality (i.e. for
large deformable meshes and for human poses), we performed principal component analysis on the
training outputs to speed up training. To entail no loss in the data, we only removed the components
with corresponding zero-valued eigenvalues.

3.1 Rotation of a Plane
First, we considered the case of inferring the rotation in 3D space of the square in Fig. 1(a) given
noisy 2D image observations of its corners. Note that this is an instance of the PnP problem. We used
two different parameterizations of the rotations: quaternions and rotation matrices. In the first case,
the recovered quaternion must have unit norm, i.e., ||Z̃||2 = 1. In the second case, the recovered
rotation matrix must be orthonormal, i.e., Z̃T Z̃ = I.

Fig. 2(a,b) depicts the reconstruction errors obtained with quaternions (top) and rotation matrices
(bottom), as a function of the Gaussian noise variance on the 2D image locations when using a
training set of 100 examples (a), and as a function of the number of training examples for a Gaussian
noise variance of 5 (b). We compare the results of our approach to those obtained by a GP trained on
the original variables, as well as to the results of a state-of-the-art PnP method [8], which would be
the standard approach to solving this problem. In all cases, our approach outperforms the baselines.
More importantly, our approach performs equally well for all the parameterizations of the rotation.

Fig. 2(c,d) shows the mean constraint violation for both parameterizations. For quaternions, this
error is computed as the absolute difference between the norm of the recovered quaternion and 1.
For rotation matrices it is computed as the Frobenius norm of the difference between Z̃T Z̃ and
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Figure 3: Estimating the 3D shape of a 2× 2 mesh from 2D image locations. (Top) Mean recon-
struction error and constraint violation as a function of the input noise. The global transformation
was estimated either (left) from the ground truth, or (middle) using a PnP method [8]. (Bottom)
Similar errors shown as a function of the number of training examples.
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Figure 4: Estimating the 3D shape of a 9× 9 mesh from 2D image locations. (Top) Mean recon-
struction error and constraint violation as a function of the input noise. The global transformation
was estimated either (left) from the ground truth, or (middle) using a PnP method [8]. (Bottom)
Similar errors shown as a function of the number of training examples. Note that the global transfor-
mations estimated with the PnP method yield poor reconstructions. However, our approach performs
best among those that use these transformations.

the identity matrix. Note that in both cases, our approach better satisfies the quadratic constraints
than the standard GP. This is especially true in the case of unit norm quaternions, where the results
obtained with the GP strongly violate the constraints.

3.2 Surface Deformations
Next, we considered the problem of estimating the shape of a deforming surface from a single
image. In this context, the output space is composed of the 3D locations of the vertices of the mesh
that represents the surface, and the quadratic constraints encode the fact that the length of the mesh
edges should remain constant. The constraint error measure was taken to be the average over all
edges of the percentage of length variation. We compare against two baselines, GP in the original
variables (i.e., 3D locations of mesh vertices), and the approach of [12] where the constraints are
explicitly enforced at inference. Since our approach only allows us to recover the shape up to a
global transformation, we show results estimating this transformation either from the ground-truth
data, which can be done by computing an SVD [20], or by applying a PnP method [8]. To make our
evaluation fair, we also computed similar global transformations for the baselines.

We tested our approach on the same square as before, but allowing it to deform by letting the edge
between its two facets act as a hinge, as shown in Fig. 1(b). Doing so ensures that the length of
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Figure 5: Estimating the 3D shape of a 9 × 9 mesh from PHOG features. Mean reconstruc-
tion error and constraint violation obtained from (top) well-textured images (Fig. 1(d)), or (bottom)
poorly-textured ones (Fig. 1(e)). The global transformation was estimated either (left) from the
ground truth, or (middle) using a PnP method [8].

Figure 6: Non-rigid reconstruction from real images. Reconstructions of a piece of paper from
2D image locations. We show the recovered mesh overlaid in red on the original image, and a side
view of this mesh.

the mesh edges remains constant. Similarly as before, the inputs to the GP, x, were taken to be
the 2D image locations of the corners of the square. Fig. 3 depicts the reconstruction error and
constraint violation as a function of the Gaussian noise variance added to the 2D image locations for
training sets composed of 100 training examples (top), and as a function of the number of training
examples for a Gaussian noise variance of 10 (bottom). Note that our approach is more robust
to input noise than the baselines. Furthermore, unlike the standard GP, our approach satisfies the
quadratic constraints.

We then tested our approach on the larger mesh shown in Fig. 1(c). In that case, the matrix Z ∈
<3×81. We generated inextensible deformed mesh examples by randomly sampling the values of a
subset of the angles between the facets of the mesh. Fig. 4 depicts the results obtained when using
the 2D image locations as inputs. As before, we can see that our approach is more robust to input
noise than the baselines1. Note that the global transformations estimated with the PnP method tend
to be inaccurate and therefore yield poor results. However, our approach performs best among the
ones that utilize the PnP method. We can also notice that our approach better satisfies the constraints
than GP prediction in the original space. The small violation of the constraints is due to the fact that
our prediction is not guaranteed to be rank 3, and therefore the factorization may result in some loss.
We then considered the more general case of having images as inputs instead of the 2D locations of
the mesh vertices. For this purpose, we generated images such as those of Fig. 1(d,e) from which
we computed PHOG features [5]. As shown in Fig. 5, our approach outperforms the baselines for
all training set sizes.

To demonstrate our method’s ability to deal with real images, we reconstructed the deformations of
a piece of paper from a video sequence. We used the 2D image locations of the vertices of the mesh
as inputs, which were obtained by tracking the surface in 2D using template matching. For this
case, the training data was obtained by deforming a piece of cardboard in front of an optical motion
capture system. Results for some frames of the sequence are shown in Fig. 6. Note that, for small
deformations, the problem is subject to concave-convex ambiguities arising from the insufficient
perspective. As a consequence, the shape is less accurate than when the deformations are larger.

1In [12], they proposed to optimize either directly the pose, or the vector of kernel values k∗. The second
choice requires having more training examples than the number of constraints. Since here this is not always the
case, for this dataset we optimized the pose.
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Features of [11] PHOG SIFT Hist.
Figure 7: Human pose estimation from different image features. Mean reconstruction error
as a function of the number of training examples for 3 different feature types and with the pose
represented in 2 different referentials.
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Figure 8: Constraint violation in human pose estimation. Mean constraint violation for 3 different
image feature types. Note that the constrained GP [12] best satisfies the constraints, since it explicitly
enforces them at inference. However, our approach is more stable than the standard GP.

Figure 9: Human pose estimation from real images. We show the rectified image from [11] and
the pose recovered by our approach using PHOG features as input seen from a different viewpoint.

3.3 Human Pose Estimation
We also applied our method to the problem of estimating the pose of a human skeleton. To this end,
we used the HumanEva dataset [17], which consists of synchronized images and motion capture
data. In particular, we used the rectified images of [11] and relied on three different image features as
input: histograms of SIFT features, PHOG features, and the features of [11]. In this case Z ∈ <3×19.
We performed experiments with two representations of the pose: all poses aligned to a common
referential, and all poses in the camera referential. We estimated the global transformation from
the ground-truth. As show in Fig. 7 for all feature types our approach outperforms the baselines.
Fig. 8 shows the constraint violation for the different settings. Due to our parameterization, the
amount of constraint violation induced by our approach is independent of the pose referential. This
is in contrast with the standard GP, which is very sensitive to the representation. In addition, we
also enforced the constraints at inference, similarly as [12], but starting from our results. As can be
observed from the figures, while this reduced the constraint violation, it had very little influence on
the reconstruction error. Fig. 9 depicts some of our results obtained from PHOG features.

3.4 Running Time
We compared the running times of our algorithm to those of solving the non-convex constraints at
inference [12]. As shown in Table 1, the running times of our algorithm are constant with respect
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Constr GP [12] Our approach
Training size 50 250 500 50 250 500

2× 2 mesh (D = 4) 2.0 5.1 21.3 8.0 7.9 8.0
HumanEva (D = 19) 26.1 49.6 101.0 4.9 4.9 4.8
9× 9 mesh (D = 81) 1664.9 1625.6 1599.8 8.7 8.9 9.0

Table 1: Running times comparison. Average running times per test example in milliseconds for
different datasets and different number of training examples. We show results for the constrained
GP of [12] and for our approach. Note that, as opposed to [12], our approach is relatively insensitive
to the number of training examples and to the dimension of the data.
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Figure 10: Robustness to output noise. Mean reconstruction error and constraint violation as
a function of the output noise on the training examples. As a pre-processing step, we projected
the noisy training examples to the closest shape that satisfies the constraints. We then trained all
approaches with this data. Note that our approach outperforms the baselines.

to the overall size of the problem. This is due to the fact that most of the computation time is
spent doing the factorization and not the prediction. In contrast, enforcing constraints at inference is
sensitive to the dimension of the data, as well as to the number of training examples2. Therefore, for
large, high-dimensional training sets, our algorithm is several orders of magnitude faster than [12],
and, as shown above, obtains similar or better accuracies.

3.5 Robustness to Noise in the Outputs
As shown in Section 2.2, the mean prediction of a GP satisfies linear constraints under the assump-
tion that the training examples all satisfy these constraints. This suggests that our approach might
be sensitive to noise on the training outputs, y. To study this, we added Gaussian noise with vari-
ance ranging from 2mm to 10mm on the 3D coordinates of the 2 × 2 deformable mesh of 100mm
side (Fig. 1(b)). To overcome the effect of noise, we first pre-processed the training examples and
projected them to the closest shape that satisfies the constraints in a similar manner as in [12]. We
then used these rectified shapes as training data for our approach as well as for the baselines. Fig. 10
depicts the reconstruction error and constraint violation as a function of the output noise. We used
the image locations of the vertices with noise variance 10 as inputs, and N = 100 training examples.
Note that our approach outperforms the baselines. Furthermore, our pre-processing step improved
the results of all approaches compared to using the original noisy data. Note, however, that in the
case of extreme output noise, projecting the training examples on the constraint space might yield
meaningless results. This would have a negative impact on the learned predictor, and thus on the
performance of all the methods.

4 Conclusion
In this paper, we have proposed an approach to implicitly enforcing constraints in discriminative pre-
diction. We have shown that the prediction of a GP always satisfies linear constraints if the training
data satisfies these constraints. From this result, we have proposed an effective method to enforce
quadratic constraints by changing the parameterization of the problem. We have demonstrated on
several rigid and non-rigid monocular pose estimation problems that our method outperforms GP
regression, as well as enforcing the constraints at inference [12]. Furthermore, we have shown that
our algorithm is very efficient, and makes real-time non-rigid reconstruction an achievable goal. In
the future, we intend to investigate other types of image information to estimate the global trans-
formation, as well as study the use of our approach to tasks involving different constraints, such as
dynamics.

2For the last dataset, the running times of [12] are independent of N . This is due to the fact that, in this
case, we optimized the pose directly (see note 1 on page 6).
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