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Multisensitiventtrbutes

• So far we have only considered a single
sensitive group attribute S

• Many situations involve several sensitive

groups

• How to handle ?

How to know what groups to consider ?



Multisensitiventtrbutes

• So far we have only considered a single
sensitive group attribute A

• Many situations involve several sensitive

groups

• How to handle ?
z

How to know what groups to consider
.

Ex
. Simpson's paradox fprobubk.ca

-

Was the classifier fair ?



AchievingMunsy
Fix some predefined collection of

subsets .

Each subset SEX

should be Large and simple

Large : 1st -

- t.ly/

Simple : S is easy to compute .

Let C E 2x be a set of concept

classes
.

Each S is computed by
some a c- E

.

'

e simple : low VC - dimension
,

or

small ht decision trees

so subsets easy to identify



Preliminaries

X : universe of N individuals

want to make prediction about some outcome of { o
,
,gN

Oi : 1 with prob . pi ( p* -

is baseline predictor )

predictor x : X → coil ]
,
Xi is prediction of Pi

Note : typically X - so
,
Bd

,

so N -

- El
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,

so N -

- El

C E 2X
.

Each group S is the s 's of some c :X -10,13
14 = Noll )



multi-sensituie-airnessdetinit.ms

(1) Accuracy with respect to all subgroups

c) Well - calibrated for all subgroups

(3) Equalized - odds " " "

(4) Demographic parity
" n u
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multi-Accuracyinfxpecfa-t.sn )

simple
we think of E as a ept class

,
and SSX

as the set of 1 's of a function c : X → lo , I ] ,
Cee

For example C could be all low depth decision trees
,

or small that low neural nets

( so typically let ⇒ poly CN ) ) !

.la#s:V-ceC
,

to '
I > v. N

,
NYX /



Calibration

For ve co
,
D

,
Su = { i / Xi -

- v }

9
all but an L - fraction of S

, expected value

of true probabilities of Su is d- close to v



Multiculturalism



Multi - calibration Improves accuracy
#

For ve co
,
D

,
Su = { i / Xi -

- v }

If × is 2 - calibrated for S
,

then x is 22 - AE calibrated for s



calibratimwithB.nn.mg#o-I----

. . .

-

A = 's
10



multi-cahbrationwithbinning.it#1/ool

MY
n=2O xsx ,

. . . Xn are •
"

s
six )





multi-accuracylearningAlgorithmfoy-warmup-komulti.co
librated Learning algorithm for C

- First we will give a simple iterative

algorithm that learns - sample efficient

( but not runtime efficient )

- then show runtime can be upper
bounded

by runtime of weak agnostic learner for '

e



multi-accuracylearningAlgorithmfoy-warmup-bomulti.co
librated Learning algorithm for C

- First we will give a simple iterative

algorithm that learns - sample efficient

( but not runtime efficient )

algorithm is a statistical query learning algorithm

( only accesses training data via statistical queries )

- then show runtime can be upper
bounded

by runtime of weak agnostic learner for '

e



Pickaxing ( p* unknown ,
GE

,
e freed )

Let D be a distribution over X ( think of D as

uniform distribution ) .

Learning algorithm 1- get n labelled samples

{ li
.
Oi )

,
it . . - n 3

Where i drawn uniformly from X

and Oi E Eo
,
i} drawn from Bernoulli distrito

where pi = prob .

of 1

A outputs a hypothesis he such that with prob 21 - f
Hh - p

*
Ha se



Statistics.gA§rMms
• PAC learning where access to training data

Kabel led samples ) - is restricted



learningamulti.sc#atePedictor

I
.

Start with estimate X = Ig 's . . . E

z
. Iteratively :

Find some s such that p%) is far

from Xs

Update Xs accordingly

when No such S is found
, output x



potentralbrgumentcmainid.ee#

i
. Initially Itp - x H' is at most N

Z

z
. Everytime we find an S where accuracy

on S
-

is bad
,

since S is Large
,
the updated

2

Hp
.

- xD
,

will drop by LN

i. algorithm iterates for £ steps



potentralbrgumentcmainid.ee#

i
. Initially Itp - x H' is at most N

z

z
. Everytime we find an S where accuracy

on S
-

is bad
,

since S is Large
,
the updated

Itp - xD
'

will drop by LN

2.: algorithm iterates for £ steps

since we only get an estimate Ics ) , analysis
slightly more complicated

,

and number of

iterations is polynomial in k
,
¥



parameters : Take 8=2
,

T = Ily





• opted
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Samplecomplexity

Proeth)
① Use Chernoff bounds to show for any se

'

e

with n samples ,
the probability that empirical

estimate pics ) of PMs) Ts , Es PE
'

is

> TN far away
-

is A ⇐ te ,

⑦ By union bound
,
oerall bad probability is E s.IE/ as I



multi - calibrated Learning Algorithm



multi-cahbratedlearringslgonth.my

• Divide co
, D into € bins

• Run previous algorithm but Now run over all

pairs ( S
,
Nv ) )

,
ve Ido ,

D such that 154 -

is targe

Sr = { i I x. c- interval Tcu ) and its ]

If estimate of Sr
'

is bad
,
fix

'

if

• Same analysis but Now union bound our ( Cf .

pairs



Tegetthoff , &Edo#EgGgfbgfEedpwccfor for e

ma,
VEILED

,
for each E=Sn{ il Xie Ras } such that

1st > 24151
v v

v

✓ V

i r

room

parameters : Take V =L
,

T = 274



multi-cahbratedlearringslgonth.my

• Divide Coil ] into % bins

• Run previous algorithm but Now run over all

pairs ( S
,
Nv ) )

,
ve Ido ,

if such that 154 -

is targe

Sr = { i I x. c- interval Tcu ) and its ]

If estimate of Sr
'

is bad
,
fix

'

if

• Same analysis but Now union bound our ( Cf .

q
pairs

Naive analysis gills £4,4 iterations
,

and n ← Yaya samples



multi-cahbratedlearringslgonth.my

• Divide coil ] into % bins

• Run previous algorithm but Now run over all

pairs ( S
,
Nv ) )

,
ve Ido ,

if such that 154 -

is targe

Sr = { i I x. c- interval Tcu ) and its ]

If estimate of Sr
'

is bad
,
fix

'

if

• Same analysis but Now union bound our ( Cf .

4
pairs

more complicated analysis using differential piracy

gives £4 , queries , %kjk samples



Badtlews

Algorithm is sample - efficient but

terrible runtime - - r ( ( et )
,

and

( et is typically > N
,

where N is unwise size



Badtlews

Algorithm is sample - efficient but

terrible runtime - - r ( ( et )
,

and

( et is typically > N
,

where N is unwise size

good News
-

Achieving Cd
,
a) multi - calibrated learning for C

is No harder than learning C

in fact it is polynomial equivalent to
( weak algnositic learning C )



Efficient agnostic learning algorithm for C

⇒ efficient multi - calibrated learner for e



Efficient multi - calibrated Learner for E

⇒ efficient agnostic Learning algorithm
for e



Agnosticlearningc
Let D be a distribution over X

A Cp , T ) - weak agnostic learner L for @ over @

Solves the following problem ;

gain samples { Ci
, Yi ) } ,

where i - D
, 4.

c- El
,
I]

such that song concept CEC has high correlation with

the samples : 4,47 @ > P
,

L returns some hypothesis h :X → El
,
I ] such

that ch,y7g > T



Efficient agnostic learning algorithm for C

⇒ efficient multi -

accurate learner for e

•EOMurat

IDEAS Instead of brute force search over all

subgroups s to find one where 11 pics ) - X
,
H

is large ,
use agnostic learner A fo

Z

find some s
'

that is close to S
,

and

update X accordingly .



Efficient agnostic learning algorithm for E

⇒ efficient multi -

accurate learner for e

•EOIurat

Idea : assume It is a weak agnostic learner for @

If some cee has H i. y , Xi
- Pitt If > a 104131

-
2

doc

then since I
'
Ci ) is Large , Lc

, da ) > p
( c is correlated with da )

so run agnostic learner A on samples

↳ i
,

'PE )



886
processingB•BsoB• Be

Procedure
←

Hoisting
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Procedure
←

Hosting
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"

PrengFaerrymandmhg
"

Instead of multi calibration use other Notions

of fairness - equalised odds and

statistical parity


