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Runningtxampk

COMPAS : risk assessment program
Propublica concluded that COMPAS is biased :

The likelihood of blacks predicted to

recidivate given that they did Not

is > likelihood for whites



COMPAS DATA
-

• Recidivism rate for blacks Sido

•
Recidivism rate for whites 3 g- do

IS COMPAS BIASED ?
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Definitions Imo talion
-

× c- U feature vector (typically U -
-

Rd or discretized)
y c- 20,13 actual value ( we are trying to predict)

underlying distribution is pair of riv .
's ( X

, y )

classifier : maps x to ya = f- Cx )
,

COMPAS EXAMPLE :

x : feature vector of offender

y =L : offender did recidivate
,
4=0 did not

yn : prediction for x



probab.li/gSpace,RV'sU(--lRd
) : set of all possible feature

vectors ( finite descriptions of

a person - d attributes )

p cu ) : probability ( over all individuals in population
of having feature vector a

X =p cu ) : random variable

(X , Y ) : random variable



confusionmatrT.is
I - i

y.ci/TNRPrCy--o/y--oJFPRPrCy-.l/y#y=,FNRPrly-.olY=D
TPR prcyn.si/y=D

TNP : true Negative rate FPR : false posited rate

FNR : false Negative rate TPR : true positiie rate



Definitions ✓ Notation
-

X c- Bed feature vector ( may include A )

y c- 20,13 actual value ( we are trying to predict)

underlying distribution is pair of nv .
's ( X

, y )

classifier : maps x to ya
-
- f- Cx )

.

Sensitive variable : A c- 20,13

Jointdistnbution ( X ,Y , A ,
'T )

Example : x : vector about offender

COMPAS y : whether offender will recidivate ( y =D

A : black ( A - i ) or while ( A - o )

I =fCx ) : predicted value of y



Confusion Matrix A =L Confusion Matrix Aso

'



Definiti.ms/NotationR- f- ( X )
classification often solved by first solving

a regression problem to summarize data

by a score
,
f- Cx ) EIR ( we assume c- Co

,
D )

-

Natural score function : f Cx ) = E- ( y l x ]

Score to yn : Pick threshold t

Isi iff f Cx ) at

R generalizes § - so from Now on can

think of yn as special case of R





Detinit.ms/NotutiIn

i. Statistical Parity l group parity / Independence
RLA ( ITA ) PrLRlAJ=PrCR ]

z
.

Predictive Rate Parity ( sufficiency
YLAIR Y LAIT PRCYIA ,R]=Pr[y1R]

3
.
Equalized odds ( separation
RLAIY Italy Pr ( RIA , y ] = Prl Rly ]



Detinit.ms/NotatiIn

i .

Statistical Parity / group parity
Vb c- { 0,13 Pr Cig =b/ A -

- o ] = Pr ( yn -
- b ( A -

- I ]

2
.

Predictive Rate Parity
* { Vb ,

b
'

e Eo
,
13 prfysbty-b.A-G-Prly.is/y=b,A=I

# Equivalent to

( * xD Pr [ y -
- I 14=1 ,

A -
- o ] -

- Pr ( y -
- ily =L

,
A =D and

{ Pr Lysol yn - so
,
A -

- o ] = Pr ( y -014=0 , A
-
- I]



Detinit.ms/Notatijn

i .

Statistical Parity 1 group parity
V. be so , 13 Pr Cig = b / A -

- o ] = Pr ( yn -
- b f A -

- I ]

2
.

Predictive Rate Parity
l l

Vb
,
b
'
e Eo

,
13 prfy.is/y=b,A=oJ=PrLy=bfy=b ,

A =D

3
.

Equalized Odds

Pr [ yn =D ly = I , A
-
- o] = Pr [ ya =D / y =L ,

Aso ]
Pr Lyn -

- l ly so
,
Aso ] = Pr ( yn -

- l ly so
,
Aso ]



Detinit.ms/Notatijn

i .

Statistical Parity / group parity
V. be { 0,13 Pr Cig =b/ A -

- o ] = Pr ( yn -
- b IA -

- I ]

2. Predictive Rate Parity ( PRP )
l l

Vb
,
b
'

e 90,13 Prfysbty -
- b,A=o] -

- Pr ftp.b/y=b,A=D

3
.

Equalized Odds

→ Pr ( g -
- Bly =L ,

A -
- o] = Pr [ ya -

- 10/7=1 ,
Aso ]

FNR Pr Lyn -
- ily so

,
Aso ] = Pr ( yn -

- l ly so
,
Aso ]

×

g. PR
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Impossibilitytheorem

Any 2 of the 3 definitions of fairness

are mutually exclusive ( except in degenerate cases )



Impossibilities ( Indef vs sufficiency )

any 2 of the 3 definitions of fairness

are mutually exclusive ( except in degenerate cases )

① - ③ statistical parity a predictive rate parity
are mutually exclusive unless ALY

ALI and A tyli ⇒ A Ly



Impossibilitytheorem

Any 2 of the 3 definitions of fairness

are mutually exclusive ( except in degenerate cases )

① - ③ statistical painty a predictive rate parity
are mutually exclusive unless ALY

A Lyn and Atyly ⇒ Atlyy ) ⇒ A 14

Pt Atyly : PRCA ly , I ] -
- Pr ( Alyn ]

At yn : Pretty ] = PRCA ]

So Pr ( Aly ]=§Pr[g=b]PrLAly , Isb ]=§PrCy'=b)PrLA/yn=b ]
-

= Pr CA )
u



Impossibilities ( separation vs sufficiency )

any 2 of the 3 definitions of fairness

are mutually exclusive ( except in degenerate cases )

② - ③ Predictive Rate parity and Equalized odds are

mutually exclusive unless ALY

ALI ly and Atyly ⇒ At hi , y ) ⇒ ALY

pretty , y) = Prca III and

pretty ,y )
= prolyl



Prcstysl ) - Prlyso ) Pcstyslsyso ) t

prcy.it/rCHy-.l,y=D=Prcy=o)PrcAly-)Prcy..DPrCA/y7D=PrCs

)
prcr.ly?l,y.o)=PNAly=o)PrCsty--l.y=DsPrCsly..y



Impossibilities ( Indy vs separation )

any 2 of the 3 definitions of fairness

are mutually exclusive ( except in degenerate cases )

① - ③ Statistical parity a Equalized odds ( * For binary y*)
are mutually exclusive unless ALY

or ILY
ALI and Atyly ⇒ ALY or Tty



Impossibilities ( Indy vs separation )

any 2 of the 3 definitions of fairness

are mutually exclusive ( except in degenerate cases )

① - ③ Statistical parity a Equalized odds ( * For binary y*)
are mutually exclusive unless ALY

or ILY
ALI and Atyly ⇒ ALY or Tty

pray :b ) = Prlf=blA=a]= Ey

prlyn.is/A=gy..DPrlysylA-aJ--EyprCy=b/y--yIPrly--y/t=aJPrCy-

b) = If Prtysblysudprlysy ]



So

qprty.is/Y-.yJPrlYsyJ=FPrfy.b/Y-.yJPrly-.y/A-- a]
- - - -

by P by Pa

Pbo # Cl - p) b
,

= Pa bot ( tha ) b,

Pcbs - b.) tb
,

= Pal bo - b
, ) t b

,

pcbs - b
,
) -

- Pack - b
. )

so either bo -
- b

,
or p

-
- Pa

- -

ILY YL A



BACKTOCOMPASProbubll.ca
says :

mm

Blacks face higher false positive rates

so violates equalized odds
-

North pointe 's defense :

mm
scores satisfy predictive rate painty

-

and we can't have both .



CALIBRATION = PREDICTIVE RATE PARITY
-

Deff . A score R is calibrated if Vr

Pr ( 4=1 IR - r ] = r

* Note the Natural score function Rix ) = E- ( 4=11×3
is calibrated

×

" " × ,



CALIBRATION = PREDICTIVE RATE PARITY
-

Deff . A score R is calibrated by group if Hr

Pr ( 4=1 IR -
- r

,
A ] =r

* Note the Natural score function Rix ) = E- ( 4=1 Ix
,
A ]

is calibrated by group



CALIBRATION = PREDICTIVE RATE PARITY
-

Defy . A score R is calibrated by group if Hr

Pr ( 4=1 IR -
- r

,
A ] sr

Lemmy
① R calibrated by group ⇒ R satisfies pediatric

rate parity CPRP )

② R satisfies predictive ⇒ 3- score function l

rate parity st
.

LCR ) satisfies

calibration by group



① Calibrated by group ⇒ PRP YLRIA

Assumed fr
,
a

Pr ( y=l/R=r,A=a] =r
.

Then

PTCY.si/R,sI=PrLysllR ] ✓



③ R satisfies PRP ⇒ 3- L s . t . LCR ) satisfies
calibration by group

Define Lcr ) = PHY 'll Rsr
,
A -

- b )

R

show Pr [ 4=1 Is , A) = Pr [ Y Is ]



③ R satisfies PRP ⇒ 3- L s . t . l CR ) satisfies
calibration by group

Define Lcr ) = Prl 4=1 / R -

- r
,
Asb ]

secr )X R

Pr [ 4=1 / S - s
,
A -

- o ]
= Pr ( y = , I re l " Cs ) , A

-

- a)

=P r Lya l re e
"
is ) ]

= Pr 14=1 / S -
- s ]

.

-

. LCR ) is calibrated by group .



( Semi -1 Intuitiveproof ( calibration vs equalized odds )

Na = # people in group Asa

Nat = # people in group
A- a

,

with ysl

n i '
" " " " y

-

- O

Ni "

Ra = total score ( sum of scores ) for people in group
A- a

" " "
" A -

- a
,
and 4=1

Rat =
"

. .
.
.

u n u Asa
,
and 4=0

Roi "

Tat = avg score of people in A- a
,
4=1 = Rtoyna

Ea = Ratna -

Ra = Nat R'at c- NIKI
calibration : Ra = N.at



all
scores - -

. - - -
W

O . I 1,0

Total score for bin r = (H people in bin r ) r

=fN yr = Nair
so

a ,r

Natas Er near = Ra Nig,
a

= Nt Ia
-
i

so Ras Nat Eat + Noi RI
a

wife .

Y Y
Rat *

*
#

F- Is Ny
a Nj Noi
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tradeoffbetweenfairness-Accuracy-Exam-pespposey.si
'

Iff A =L

Then accuracy obviously at odds with fairness

"

Inherent Tradeoffs in Learning fair Representations
"

[ Zhao , gordon ]

• quantitative tradeoffs between statistical

parity . accuracy
via distance between

distributions Da
,
Cy) and Daily )

• Ie
, Y satisfies stat . parity

,

error 3 der ( do Cy) , D ,
Cy) )
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simphcitylfairnes-radeoffsckleinberg.MU/lainathan
,
2019 )

setup-

:

• set of applicants ,
can accept an r fraction

• x c- Rk
,
Cktl 1st dimension x

, ,
is membership m A

• scx ) gives a score to x

• is simple if it doesnt depend on A

• stop r percent ( based on score ) are admitted



Simplkitylfairncsstradeoffs

Conditions :

DISADVANTAGE condition on s-
Let µ ( x

,
A -

- b) be fraction of population with

value ( x ,b )

For all x such that scx ) > scx ' )

µ ( x , A =D ,
µ( x

'

,
A -

- o )
-

-

Mex
,
A = i ) u Cx '

,
A =L )



Simplkitylfairncsstradeoffs

Conditions :

DISADVANTAGE condition on s-
Let µ ( x

,
A -

- b) be fraction of population with

value ( X , b)

For all x such that scx ) > scx ' )

µ ( x , A =D ,
µ( x

'

,
A -

- o )
-

-

MC x
,
A = i ) u Cx '

,
A =L )

② gENERlcltyconditio.no# for S
,
T subsets of

applicants ,
E ( s ( s ) ] ⇒ C- ( SCT ) )

( ensures no further
simplification of score

-

is possible



simphcityltai.me#Tradeoffs

Simple S - approximates : Decision trees

• Xz

¥1
X
,

@ • Xz

Y ' # I
x. µs⇒•

a
•

o • XI
E [ sexy

x. xio ↳Xx, :L
X
,
s O @ •

For a path p in decision tree with partial assignment
p ,

label leaf of p with E
×
,
X consistent with p

( Stx ))



simphcityltai.me#Tradeoffs

Simple S - approximates : Decision trees

A decision tree f approximates s as follows :

order sub cubes highest to lowest (by leaf value)
and output individuals in this order

until we reach rate r

Efficiency of f
, Vf Cr ) : avg value of S

-

for the admitted people
Equity of f

, we
,

Cr) : fraction of admitted
-

people who belong to

A =L ( disadvantaged group)
-



simphcityltai.me#TradeoffsTheorem1-
Let s satisfy disadvantage a generosity

conditions .
Then every simple S - approximation

is strictly improvable :

For every
Nontrivial simple approximation g to s

,

there
-

is a refinement hot
.

g that is better :

Hr Ug Cr ) ⇐ Vh Cr )
, Wgcr) e Wn Cr)

and
I r* st Vgcr

. ) < Vinci )
,
Vg ( rt ) < Un ( rt )



Simplicity 1 Fairness Tradeoffs
#

(
Not Nec

.

theorems say that an S - approximation f ample )
is

"

group - agnostic
" if fcx

,
A -

- o ) s f Cx
,
A =D Vx

Let f be a group agnostic approximate and let

f ' be the approximation to f obtained by
splitting refining each cell C

,
of f according

to group membership in A
.

Then Vg ,
> Vg but Wg ,

a Wg

je . if we try to approx s by a group agnostic g
,

this incentives a rule that depends on A

where value improves at expense of equity



simphcityltai.me#Tradeoffs

Simple S - approximates : Decision trees

A decision tree f approximates s as follows :

order sub cubes highest to lowest (by leaf value)
and output individuals in this order

until we reach rate r

Efficiency of f
, Vf Cr ) : avg value of S

-

for the admitted people
Equity of f

, we
,

Cr) : fraction of admitted
-

people who belong to

A =L ( disadvantaged group)
-
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Fairness Under composition ( Dwork
,
Ilvento

-

Ites 2019 )


