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course webpage :

www.cs.toronto.edu/~toni/Courses/ Comm complexity 20221
c.2022. html

( or go to
www.C-S.foronto.edu/~toni

and follow teaching link)



Lectures : wed 2:10 - 4

Office hrs : TBA or by appointment

All course materials provided on webpage

optional Textbooks :

Nisan - Kushiterite communication complexity
Rao - yehudayoff Comm comp + Applications

Lee -Shraibman
Lower Bounds in Comm complexity

course outline/Evaluation : see webpage
• 2-3 assignments
• Short Presentations

Lecture Notes (see webpage)



Please email me ( tonipitassi@gmail.com)

using heading
"

CC2022
"

* I would like your opinions on what

applications you are most interested
in to

(see Lecture 1 & papers on
website for

list of possibilities)

please email !



COMMUNICATION COMPLEXITY

x=
009 °→ ooY=ooo€)
a- ⇐ *

i.

BOB
ALICE →

Alice a Bob hare private information

Alice has boolean vector ×
,

Bob y

Typically 1×1=141 =n

they want to compute
some joint function Cor search

problem) f-Cx
, y)



COMMUNICATION COMPLEXITY

x=
!

→ ooY=o)☐

o 9

* ¥
BOB

ALICE →

Exa#- Parity Cx,g) = parity of number of 1 's
in combined string ✗y

2 bit protocol :
Alice sends parity if # to's of ✗

Then Bob sends parity of × , plus bit sent by Alice

so parity is easy



Note that if 1×1=-141 = R

Boolean
then any fcxiy) can be computed

using ntl bits

Alice for BB) can just send their whole

input to other player

& then
other player cogently far, y)

& sends back answer

so all functions can
be computed using 0in) bits

so an efficient protocol will
be one of

complexity @gn)
""



COMMUNICATION COMPLEXITY

x=
009 °→ §foY=ooo€)
* ÷ a

BOB
ALICE →

E×# EQ Cx,y) = 1 Iff ✗=y



ÉÑ¥mcstcoN
complexity (public

coin)

A = 00-1110 1111 0X=k
00 9 °→ →Y=ooo↳)

aou ÷ JC
BOB

ALICE →

E×# EQ Cx
,g) = 1 Iff ✗=y

we say IT computes fix,y) with
>phish
"

i - e
- if

Ppr [ ITCX, y,r) = fix,y)] = 1- E

RandomizedEQpnto⑧ E = 's)
view is' n bits of r as selecting a subset of 1 . - - in .

Alice sends parity of ✗ In
Bob sends panty of ylr
Accept C-output Diff parties are the same



COMMUNICATION COMPLEXITY

x=
!

→ ooY=o)00 9

* ¥
BOB

ALICE →

Examples DISJ Cx,y) = 1 Iff Fi 4--4=1
-

a
communication complexity
analog of SATISFIABILITY problem

NP-cogs#
Diss requires Ahn) e- cog

.

Get a randomized )-
But easy .NÉmt-ay



Nondeterministic
•

Alice → Bob

✗ % Y

1×1=171 __ n

they share random string r ,lrl=occog①
IT computes f nondeterministically if

① fc*
,
g) = 0 then Hr ITCX

,
y
,

r) = 0

② fix
,g) =\

then Dr Tex
, yr)

= ,

complexity of it
= Max (# bits exchanged By Tacy,r) +]
92,r Irl
1×1=141:D



NMdetprotcoco-ND.is#

Alice/Bob view r
,

Irl : Ign as sane iecn]

Alice sends 1 iff the M bit of ✗ (Hr) =/

Bb sends 1 iff r
't " "

y = ,

accept iff both
send 1's



Formaldetnofadetermfstipntool.ltf :{0,13
"

✗ {0,13
"

→ {0,13
T T

the Comm. matrix Mf associated with f :

i
N -

- trows /
all ✗c- {on]n

"- ☐ Mij = Fci,j)

Meo
,

= I

t
← titis -7 0

'

Ii
,all ye 90,1 ]

"



A protocol IT is a binary tree

Every nsinkaf vertex of tree is labelled by either a (Alice) or
↳ (Brb)

each monkey
also ilrtex v is labelled by a

function aa
,
: ¥1 → {0,13

or br : {0,15
→ 10,13
I

☒each leaf center vv is labelled by either 0 or1-

BB

Cluj. ✗→ b
•• is

Atlee

y✗
b' l

v
,

ee ⑧ V2

by Th ?• bra
ma, depth of tree corresponding

to IT
↳ do

:
= cc of IT

0,9



Matrix view of Protocol IT for fcx
, y)

times

say Alice sends 1st bit

i'"s [ R
, µ, Ro -- input> bloke /Bb

€0
••a%

corresponding to off
transcript o Yb; •µ☒☒°•↳ijs ☒ ☒☒dt

=xoxy .

R
,
:X,×y ☐ :

paid
portion of subnet"☒¥ µ,

into disjoint
→ %ke•Ge

•

,

sebrectanglls o-monochrome 1-mono .



Observation any deterministic protocol IT for
EQ must have at least 2h Leaves a- au is
↳ therefore has depth run)) in Mea
do &Éc of EQ seen) hare to end up

at distinct leaves

_÷•¥☐



what happens wto partition if matrix in a

nondeterministic protocol ?
Say Irl = BZR
For both rand .

& asndlt protocols ,
we have

zB protocol tells me for each choice of
r

say IT is a nsndet proton where Hrt = tfogynn for fix,y)

this means can
describe IT by n protocol trees
r
--010

. .
.

. •r= 111 Irl =3
nooo •

r=%
.

.̂.•!AN
p%→- mono .

sibrectayll
If fetid :O then ✗if goes to a o - mono spect . in all trees

If ftp.t then
xp goes to at least one 1- mono rect kin sometree



So IT induces a covering of the 1's in Mf

by 1- mono . rectangles

÷
✗ -☒•☒☐÷¥¥ • ☒

To ☒
o

deterministic pondet protocol
protocol - Irl - R

-

costs

cnet.mg#iyatmosf2b.pgzRbIDLDD1-mono.sbred-
arglle

2b•RB2R



Applications NOF

☒ ☒ ☒

→ VLSI /Bisection width ☒ Charlie
of networks 4

* ¥ a
→ Data structures

→ Boolean circuit capacity fcx
, y,⇒

→ Quantum corplexily
→ Extended formulations]] Alice sees y , z

of EPs
d Bob sees ×

,
2-

Charlie sees ×
,y→ streaming slop

→ game theory
→ privacy
→ learning theoryI
→ Proof corpllxity ]
→ graph theory , addictive

comb
.
& # theory

-


