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Abstract

The lexical status of multiword expressions (MWES), sucimake a decisioandshoot
the breezehas long been a matter of debate. Although MWESs behave nikesiphrases
on the surface, it has been argued that they should be tridegetdords because their com-
ponents together form a single unit of meaning. However, MVdEe not a homogeneous
lexical category, but rather can have distinct semanticsymtiactic properties. For exam-
ple, the overall meaning of an MWE may vary in how much it dijesr from the combined
contribution of its constituent parts, withake a decisigre.g., having a strong relation to
decide while shoot the breezis entirely idiomatic. In order to understand whether and
how MWEs should be represented in a (computational) lexitasmnecessary to look into
the relationship between the underlying semantic proggedf these expressions and their
surface behaviour. We examine several properties of MWHEsip&g to their semantic
idiosyncrasy, and relate them to the distributional betavof MWES in their actual us-
ages. Accordingly, we propose statistical measures fontifying each property, which
we then use for separating different types of MWESs that meggifferent treatment within
a lexicon.

1 Introduction

Multiword expressions (MWES) are linguistic construcgdiormed from the combination of
multiple words that together convey a single new meaning.ekample make a decisiois a
light verb construction which roughly means “to decide’damoot the breezis an idiomatic
expression meaning “to chat idly”. MWESs, such as idioms agltlverb constructions, are
of great interest to linguists, psycholinguists, and legi@aphers, because of their plenitude
in language, their peculiar syntactic and semantic beliavend their unclear lexical status

(Jackendoff, 1997; Moon, 1998; Pauwels, 2000; Fellbaur@6200n the one hand, MWESs are



semantically idiosyncratic—i.e., they have a meaning tlnagrges from the combined contri-
bution of their constituent parts—hence they should beuthet! in a lexicon along with their

idiosyncratic meaning. On the other hand, MWEs are oftenpmalogically and/or syntacti-

cally flexible—i.e., they behave like any syntactic phrasenposed of multiple words—and
thus cannot be simply listed in a lexicon as “words with sga¢8ag et al., 2002). More impor-

tantly, MWEs do not form a homogeneous category, rathert¢hayhave varying semantic and
syntactic properties. Particularly, different MWEs mayalve different degrees of semantic
idiosyncrasy (e.g., cfimake a decisioandshoot the breezeand/or exhibit varying degrees of
syntactic flexibility (e.qg., cfspill the beansaindkick the buckét!

It is clear that not all MWESs can be treated the same when itesoim their representation
in a lexicon. Instead, we need to look closely into the datue properties of different types of
MWESs that might lead to different lexical representatiomsthem. This article attempts to ad-
dress some of the issues surrounding the lexical reprdégentd MWES, which also affect their
treatment within a computational system. Specifically, @aklinto the relationship between the
surface behaviour of MWEs in use and their underlying sermgmoperties, and accordingly
develop techniques for automatically determining the tighess) of a given expression.

The article is organized as follows: First, §&, we identify several classes of MWEs on
the basis of their degree of semantic idiosyncrasy, anceditat each class requires a different
encoding in a (computational) lexicon. Next, 48, we expound on some of the linguistic
properties that are known to be related to the semanticyidmasy of a multiword expression,
and hence are expected to be useful in determining its sen@ass. In this section, we also
propose techniques for modelling these properties wittepat of usage of the expressions (i.e.,
their distributional behaviour) derived from tex@ provides a multi-faceted evaluation of the

proposed statistical usage-based measuregsodncludes the paper.



more semantically idiosyncratic

Literal - Idiomatic
s IS s N s I s
give a present give confidence give a groan give a whirl
take a gift take a meaning take a bow take pains
put one’s arm put a price put emphasis put one’s finger

Figure 1: The projection of the four semantic classes of expressionthe semantic transparency

continuum.

2 Semantic Classes of Expressions

Expressions composed of multiple words involve differeegrées of semantic idiosyncrasy.
A literal combination, such agive a presenthas a fully transparent meaning, whereas an id-
iomatic expression, such agve a whirl (meaning “to try”) has a largely opaque semantics.
There are also expressions with in-between levels of samididsyncrasy/transparency, such
asgive confidencdreferring to an abstract transfer, as opposed to a physmasfer), and
give a groan(roughly meaning “to groan”). Although semantic idiosyasy is a matter of de-
gree, linguists have often identified coherent classes mfessions that have shared properties
within each class and differing properties across the eladsglany properties contribute to the
degree of semantic idiosyncrasy of an expression, e.gredeyq figurativeness and/or degree of
semantic compositionality of the expression. The space\&f2d can thus be viewed as a mul-
tidimensional space, with each dimension correspondirmnesuch property. For the ease of
exposition, Figure 1 presents a linear projection of thiseacomplex space, where the classes
are arranged along a “continuum” from fully transparerdrbd expressions to largely opaque
idiomatic combinations. In the following paragraphs, wabarate on the specific properties of
members of each of these classes, and argue for their disgatment within a lexicon.

One broadly-documented class of semantically idiosyreceapressions is that of idioms
(such aggive a whir) whose meanings are typically not directly related to theunvegs of
their constituents. Thus a lexicographer may decide thaind are best treated as (multiword)

lexical units that should be listed in a lexicon along witkithdiomatic meaning. As we will



see below irg3, in addition to having highly idiosyncratic meaningspiatis are also known to
be largely non-productive and to be at least somewhat cesdriwvith respect to the syntactic
forms they appear in. For a computational system to appatgdyi understand and use idioms,
information about the lexical and syntactic restrictiohgach idiom must also be included in
its lexical representation.

Another linguistically well-known class of MWEs is the céasf light verb constructions or
LVCS, such agive a groan LvCs are also considered to be semantically idiosyncraticuseca
the verb component does not contribute much of its “basicammeg — e.g., ingive a groan
givedoes not mean “transfer of possession”. Nonethelesss differ from idioms in that they
are semantically more transparent because of a strong semannection to the noun con-
stituent — e.g.give a groancan be roughly paraphrased gsoan Even though the meaning
of LvCs is somewhat predictable, they are often considered aswvoudtpredicates with special
argument structure (influenced by the argument structurestb constituents). Such informa-
tion is necessary for understanding and appropriatelygusiags, and hence can be seen as an
important part of anvc'’s lexical representation in a computational system.

Idioms and.vcCs are clearly distinct from similar-on-the-surface litgyhrases such agve
a presentwhich has a fully transparent meaning constructed frormapasitional combination
of its constituent semantics. Due to the compositional nmgpof literal phrases, and also their
high degree of productivity, these phrases are not includadexicon.

Still, there are many expressions that exhibit some dedreernantic idiosyncrasy, such
asgive confidencandput a price (on something)These expressions often take on extra con-
notations beyond the fully compositional combination aditlconstituent meanings. For ex-
ample, ingive confidencegive contributes an abstract meaning that is different fromuygio
metaphorically related to) its basic “transfer of poss@ssmeaning. Speakers may understand
such expressions by analogy and through establishing imatiapl connections between the
basic and the extended meanings of the constituent word®fiL& Johnson, 1980; Newman,
1996)—nhere, “transfer of control over a psychological fieat in analogy with “transfer of

possession of a physical entity”. Many such expressionshaieconsidered as “collocations”



which should be treated specially when it comes to theirasgmtation and automatic process-
ing in a computational system. As in a collocation, in an zstcombination such agive
confidencea base word (herepnfidencgcombines with a collocate selected from a restricted
set of words (herggivebut not, e.g.grant).?

To summarize, we have identified four classes of expressioiise continuum of semantic
idiosyncrasy, and have argued that they need differentdéngs in a lexicon. The classes are:
idiomatic expressionsm), light verb constructionsL{c), abstract combinationggs), and
literal phrasesi(T).3

Many of these types of MWEs are formed from the combinatiora aferb with one or
more of its arguments. It is especially common for certaghlhy frequent verbs to combine
with a noun in their direct object position to form MWEs suchthe ones in Figure 1 above
(Cowie et al., 1983; Nunberg et al., 1994; Pauwels, 2000;Naw& Rice, 2004; Fellbaum,
2007). In our study, we thus focus on such MWESs (in Englistmichv we refer to as verb+noun
combinations. All analyses presented in this article areexpression types, as opposed to
their specific usages (tokens) in context. We assume thateegression (type) has a dominant
meaning shared by many speakers of the language. In the thetanticle, we provide evidence
that people can successfully identify verb+noun types &migang to one of the four identified
semantic classes, solely on the basis of their semantieprep. We also show that despite
their surface similarities, it is possible to (automatigatlistinguish among members of these

classes by looking at statistics over their distributidethaviour in text.

3 Linguistic Propertiesand Statistical M easures

In this section, we discuss some of the linguistic propsrté MWEs that are known to be
connected to the semantic idiosyncrasy of these expressiva also propose simple statistical
measures that model each property based on frequenciestedllfrom actual usages of the

expressions in text.



3.1 [Institutionalization

Institutionalization is the process through which a combon of words becomes accepted
as a conventional semantic unit (with some degree of sematisyncrasy). In contrast to
LIT phrases)bpMs, LVCS, andABS combinations are expected to be institutionalized to some
extent. Moreover, we expect there to be a positive cormidietween the degree of semantic
idiosyncrasy of MWEs and their degree of institutionaliaat

Many corpus-based approaches assess the degree of iosétization of an expression
using its frequency of occurrence in text. In the case of M\Misserved frequencies are
not reliable on their own, as many word sequences may appeguently by chance, simply
due to their components being highly frequent. In many @édtanguage processing (NLP)
applications, measures of strength of association bet#eeoonstituents of an expression are
used instead. Here, we use both the frequency of occurremtaraassociation measure, the
pointwise mutual information or PMI (Church et al., 1991MIRof a verb+noun combination
v+ n measures the degree of association betweand n, by calculating the proportion of
their joint co-occurrence probability (as observed in eatative to the probability of the two
appearing together due to chance (given their individuatb@bilities of occurrence), as in:

P(v, n)

P(v)P(n)

freq(any.verb+ any noun) x freq(v+n)
freq(v+ any.noun) x freq(any.verb+n)

PMI(v,n) = log

(1)

wherefreq(any.verb+ any_noun) is the total frequency of all verb+object combinatidinsg(v+ n)
is the frequency of andn co-occurring in a verb—object relatidineq(v+ any noun is the fre-
quency ofv co-occurring with any noun in its direct object positionddreq(any verb+ n)

is the frequency of co-occurring as the direct object of any verb. All frequeoynts are
calculated using the British National Corpus (Burnard, @0tbntaining 100 million words in

total.



3.2 Lexicosyntactic Fixedness

Lexicosyntactic fixedness refers to some degree of lexicalntactic restrictiveness in a se-
mantically idiosyncratic expression. Below we explainioas kinds of fixedness and propose
measures for each. For a more comprehensive discussioneniméigs and its relation to se-

mantic idiosyncrasy, see Fazly (2007).

Lexical Fixedness. An MWE is lexically fixed if the substitution of a semantigalimilar
word for any of its constituents does not preserve its oab(idiosyncratic) meaning, e.g.,
shoot the windloes not have an idiomatic meaning like the similar expoessioot the breeze
even thouglwind andbreezeare semantically similar. This is in contrast to literal esgsions
which are lexically flexible, e.ggive a giftandgive a presenhave very similar meanings.
There is evidence that semantically idiosyncratic expo@ss such asbMms, LVCS, andABS
combinations, exhibit lexical fixedness to some extent. édwer, the more idiosyncratic an
expression, the more the degree of lexical fixedness it @zhiGibbs et al., 1989; Nunberg
etal., 1994).

Ideally, we want a measure that compares the degree of mtoayy of a target verb+noun
combination with the idiosyncrasy of semantically simgapressions that result from the sub-
stitution of the verb or the noun (referred to as the targé'sical variants”). But semantic
idiosyncrasy is what we are trying to measure using surfaes such as institutionalization
and fixedness. As a simplification, we thus assume a targetto be lexically fixed if it gener-
ally occurs much more frequently than its lexical variamtscordingly, we propose a measure,
Fixednesgy(v+ n), which quantifies the degree of lexical fixedneswy &fn by comparing its
strength of association, measured by PMI, with the averagjeoPits variants:

PMI(v, n) — PMI

Fixednesgx(v+n) = sid

(@)

Fixednesgy(v+ n) indicates how far and in which direction the PMI of the target n)
deviates from the average PMI of the target and all its visi@PMI), expressed in units of
the standard deviation of the PMI valuestd which measures the spread of the values). Note

that, here, one can say that the PMI of a verb+noun combimé&iosed as an indirect clue
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to its degree of idiosyncrasy (as also done by Lin, 1999). &@k kat the difference between
the PMI of the target, and the average PMI, so we rely on thiectdle evidence rather than
individual cases. We normalize this difference by dividirgy the standard deviation, so we get
scores that are comparable across verb+noun combinalibeszariants of the target+ n are

automatically generated by replacing eithier n with a semantically (and syntactically) similar
word taken from the automatically-built thesaurus of Li®98). Examples of automatically
generated variants for the combinatispill+beanare: pour+bean streamtbean spill+corn,

andspill+rice.

Syntactic Fixedness. An MWE is syntactically fixed if it cannot undergo syntactariations
and at the same time retain its original semantic interpogtaibms are known to show strong
preferences for the syntactic patterns they appear in (@adéc Tabossi, 1993) — e.g., com-
pareTim kicked the bucketith * Tim kicked the bucke{s the idiom reading). Manyvcs also
have a tendency of mostly appearing in preferred syntastiog (Brinton & Akimoto, 1999)
— e.g., compargoe gave a groamvith ?A groan was given by JoeAs a simplification of
the above definition for syntactic fixedness, we assume attargn to be syntactically fixed
if it occurs mainly in a few fixed syntactic forms (as is the e€agith mostibms and many
Lvcs). Our proposed measure, Fixedrggshus quantifies the degree of syntactic fixedness
of a verb+noun combination, by comparing its behaviour xt wéth the behaviour of a typical
verb+object combination, both defined as probability thstions over a predefined set of syn-
tactic patterns. We use a standard information-theorediasure, KL-divergence, to calculate

the divergence between the two distributions as follows:

Fixednesgn(v+n) = D(P(pt|v+n)||P(pt))

P(pt|v+n)
= 2 P v+n)log—————=

In the above formulatiorP(pt|v+ n) represents the syntactic behaviour of the tavgeh —

3)

that is, the distribution of occurrence of+n over a set of syntactic patterps € 2. P(pt)
represents the “typical” syntactic behaviour — that is, digtribution of occurrence of any

verb+noun combination over the same set of syntactic pesttdihe set of pattern®, contains
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Table 1: Patterns used in the syntactic fixedness measure, alongewdtimples for eachvae: and
Vpass Stand for active and passive usages of the wenespectively;nsg andny stand for singular and
plural forms of the noum, respectively; det specifies the determiner type, e.gNdet specifies that no
determiner is preceding the noun, and deta and detPossspecify that a demonstrative or a possessive

determiner is used to introduce the noun.

Pattern Signature Example

Vact detNULL  ngg give money

Vact deta/an Ng give a book

Vact detthe Ng give the book
Vact detDEM Nsg give this book
Vact detPOSs  ngg give my book
Vact detNULL N give books

Voct detthe i give the books
Vact detDEM Npl give those books
Vact detPoss  ny give my books
Vact OEtOTHER Nggp give many books
Vpass OEtANY Nsgpl al/the/this/my book(s) was/were given

11 manually-identified syntactic patterns (shown in Tabl&ribwn to be relevant to syntactic
fixedness invcs andibDMs; see Fazly et al. (to appear) for more discussion on thetgs@aeof
the patterns. In brief, we consider three types of syntaeti@tion, namely, passivization, de-
terminer type, and the number of the noun constituent ($mgu plural)® KL-divergence is a
standard information-theoretic measure of the differdreteveen two probability distributions,

widely-used in natural language processing applications.

Overall Fixedness. Highly idiosyncratic MWES, such asms, are known to be both lexically
and syntactically fixed for the most part (as also shown irpoewious work, Fazly & Stevenson,
2006). Thus, in addition to the lexical and syntactic fixestnmeasures, we use a measure of
the overall fixedness of a verb+noun, Fixedgssi(v+ n), that combines the two types of

fixedness into a single measure, and is defined as:

Fixednessyeran(v+n) = o Fixednesgn(v+n) + (1—a) Fixednesgy (v+n)  (4)

9



wherea weights the relative contribution of lexical and syntafitiedness in predicting seman-

tic idiosyncrasy’

Dominant Pattern. Even for MWEs which are syntactically fixed, different typgsMWESs
may prefer different syntactic patterns. For example, mest are known to prefer the pat-
tern in which the noun is introduced by the indefinite artialan (as ingive a groanand
make a decision whereas this is not the case withms (e.g.,shoot the breezandpull one’s
weigh). We thus use the dominant (most frequent) pattern of oenag of a target verb+noun,

Patterqom(V+ n), as a clue to its class membership.

Fixedness and Bias in Adjectival Modification. Semantic idiosyncrasy in verb+noun combi-
nations is also argued to affect the modifiability of the n@onstituent (Cacciari & Tabossi,
1993; Brinton & Akimoto, 1999)iDMs, for example, are known to consistently appear either
with an adjective, as ikeep an open mintf. Xkeep a minyj or without one, as ishoot the
breeze(cf. ?shoot the fun breeze This is in contrast to mostiT, LvC, andABS combina-
tions, which tend to appear both with and without adjectimaldifiers. We define a measure,
Fixednesgy;, which quantifies the degree of fixedness of a target verbrmgth respect to ad-
jectival modification of the noun constituent. As in the fatic fixedness measure, here we use
the KL-divergence between two distributions, reflecting mmodifiability of a target verb+noun

and that of a typical verb+noun, respectively, as in:

Fixednesgij(v+n) = D(P(alv+n)||P(a))

P(aj|v+n)
= 2 P(a log————~
acAa (@lv+mlog ()

()
where 4 is a set containing two patterns that mark the presepredq or absenceABs) of
an adjectival modifier preceding the nounzaet pasg detANY adjPRES Nysgpn” (€.9., give
althe/this/my red book(g)and ‘Viact pasg dELANY adjiABS Nysqon” (€.9., give althe/this/imy
book(s), respectively.

Lvcs, although not fixed with respect to adjectival modificatiare often argued to have a

tendency of frequently appearing with an adjective modijyiheir noun constituent (Nickel,
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1968; Brinton & Akimoto, 1999). To capture this tendency,devise a measure that looks into

the proportion of the likelihoods of a verb+noun appearinii\and without an adjective:

P(aj = PREJV+n)

P(a = ABS|v+n) ©)

Tendencyg(v+n) =

3.3 Non-compositionality

Many MWEs are non-compositional to some extent, i.e., thamimg of the expression deviates
from the meaning emerging from a word-by-word interpretatof it. Nonetheless, different
types of MWEs involve different degrees of (non-)compaosidélity: IDMs are largely non-
compositionalLvcs are semi-compositional since their meaning can be marelyigted from
the noun constituensBs andLIT combinations are expected to be compositional for the most
part.

To automatically measure the degree of compositionalignagxpression, we need a way of
approximating the meaning of words (and word sequences) fineir usages in text. Often, the
context of a word (or an expression) is taken to be highlyrimfative about its meaning (Firth,
1957; McDonald & Ramscar, 2001). Indeed, the context of advawrexpression is known to
affect (modulate) the meaning of the word/expression, atfig its usefulness in determining
similarity in meaning: words/expressions are consideodthive similar or related meanings if
they appear in similar contexts (the “distributional hypegtis”; Harris, 1954).

By definition, the meaning of a compositional expressionasmy derived from the mean-
ings of its component parts. We thus expect the context ofnapositional expression to be
similar to those of its individual constituents. The degnéeompositionality of a target+ n
can thus be measured by comparing its context to those obntstituentss andn (as in Mc-
Carthy et al., 2003; Bannard et al., 2003). We take a simgpr@ach here, where we define the
context of a word (or an expression) to be a vector of the ®aqu of the nouns co-occurring
with it within a window of +£5 words. We then measure the similarity betwgenn and each
of its constituentsy andn separately) by measuring the proximity of the correspampdontext
vectors! and refer to them as S (v+ n, v) and Simgist(V-+n, n), respectively.

Recall that anvc can be roughly paraphrased by a verb that is morphologiozléyed to

11



Table 2:Statistical measures capturing institutionalizationedixess, and compositionality.

Measure Group Abbreviated Name  Individual Measures
Institutionalization | NST Freq(v+n)
PMI (v, n)
Fixedness FI XD Fixednesgy (V+n)
Fixednesgn(v+n)

Fixednesgeran(V+ n)
Pattergom(v+n)
Fixednesgy;(v+n)
Tendencygj(v+n)

Compositionality ~ COWP Simgist(V+ N, V)
Simgist(V+n, )
Simgist(V+ N, rv)

its noun constituent, e.gtop make a decisionoughly meango decide For each target+ n,
we thus add a third measure, Signv+n, rv), whererv is a verb morphologically related to
and is automatically extracted from WordNet (Fellbaum, 839

Table 2 summarizes the three groups of measures introdoceéctions 3.1- 3.3, respec-

tively: institutionalization [ NST), fixednesskl XD), and compositionalityGQOVP).

4 Evaluation of the Statistical M easures

In §3, we have discussed several linguistic properties of MWeé&rsaming to their semantic
idiosyncrasy, and have proposed statistical measuregfugng each property. Our ultimate
goal is to use such measures for the automatic acquisiti@ymtactic and semantic knowl-
edge about different classes of expressions, as well asuifomatically determining the class
of a given expression. In this section, we thus assess theéngse of each devised measure
(and hence the relevance of the corresponding linguistipgaty) in separating a set of diverse
expressions into different classes.
First, we explain the methodological aspects of our evadnahn §4.1. In§4.2, we ex-

amine the scores assigned by each measure to a sample lisetdedexpressions from the

12



four classes to determine how well each measure separgtesssions of each class from other
classes. Wherever appropriate, we use statistical signdetests to infer conclusions about the
general properties of the semantic classes as linguististagctions. Using a machine learning
approachg4.3 investigates the extent to which the measures can beapeedict the semantic
class of a new expression (whose class is unknown), by legafrom similar expressions with

known class.

4.1 Methodology

For evaluation, we need a list of MWESs whose semantic clakeasvn, as well as a corpus
from which to collect frequency counts required by the staial measures. We use the British
National Corpus (BNC, Burnard, 2000), which we have autocafly parsed using a parser
developed by Collins (1999), and further processed withragoiee extraction tool (TGrep2,
Rohde, 2004). We select our potential experimental exjmes$rom pairs of verb and direct
object that have a minimum frequency of 25 in the BNC, anditivatlve one of a predefined list
of highly frequent transitive verbs (which are known to coamty form MWESs in combination
with their direct object argument). We use 12 such verbsediighly according to the number
of different object nouns they appear with in the BNC. Thdogen alphabetical order abging,
find, get, give, hold, keep, lose, make, put, see, set, tgken thoughavewas ranked at the
very top, we exclude it because of its common use as an ayxiab.)

A native English speaker annotated the initial list of vertn pairs extracted from the
BNC, and the quality of the annotations were confirmed byrathree other annotators label
the same expressions (details of the annotation procesbecémund in Fazly, 2007). From
the annotated list, we randomly choose 102 pairs from eassdliT, ABS, LvC, andIDM)
as our final set of experimental expressions, which we theagisrandomly divide into 240
training (TRAIN), 168 test (EST) pairs. We ensure that each of these three data sets has an
equal number of pairs from each class, and that pairs witedhee verb belonging to the same
class are divided equally among the three sets.

The first part of our evaluation analyzes the scores assigpexhch measure to the 240

13



verb—noun pairs IIMRAIN. Specifically, we use each statistical measure to rankr#raN
pairs, and then compare statistics over the ranks (e.gn wiethe ranks or sum of the ranks
assigned to the members of a class) across all classes. |Foeagdures, the rankings are in
decreasing order, i.e., items with higher score are platdbeatop of the ranked list. We
only analyze the ten statistical measures that assignmeemis scores which can be converted
into ranks; Pattergym is excluded because its measurement scale is nominal acd bannot
be used to rank items. We also use significance tests to iofealiesions about population
(all instances of a class, e.g., all Englisims) from the observedample(only the observed
instances, e.g., the 60M pairs InTRAIN). Results are presentedia.2.

The second part of our evaluation investigates the extewhioh the proposed measures
can be used to predict, for a new MWE with unknown class, wherhantic class it belongs to.
We perform a number of experiments, in which we automaticatssify the 168 pairsesT
into the four classes afiT, ABS, LvC andiDM, using the 240 pairs imRAIN for learning. We
use the decision tree induction system CHhOt (p: / / www. r ul equest . con) as our machine
learning software, and the statistical measures as feati¥e exclude Sigist(v+n, v) from
the classification experiments because it was not foundrrdtive in our quantitative data

analysis o4.2. The machine learning (classification) results arerging4.3.

4.2 Quantitative Data Analysis

For each measure, we first examine the mean ranks (i.e., énager/of the ranks assigned to the
members of each of the four classesr®AIN) to see whether they differ significantly across
classes. Using the Kruskal-Wallis analysis of variance dnks (Hollander & Wolfe, 1999;
R, 2004), we find that, for all the statistical measures urstledy, the observed differences
in the mean ranks of the four classes are statistically fogmit (o < .05 for Simyist(vV+n, V),
andp < .01 for the other 9 measures). To determine which pairs oseabave significantly
different rankings assigned by a given measure, we perfdoticav-up test, the multiple com-
parisons using rank sums (Dunn, 1984Jjable 3 gives the significant differences that are found

among classes for each of the 10 statistical measures utodigt he differences are given in
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Table 3: Statistically significant differences found among the st&s as well as the observed trends in

the ranks assigned to them by each of the 10 statistical mesasu
Group Measure Name Significant Differences

Observed Trehnking

| NST  Freq

PMI

{uT }:{Lrvc}

{uT,ABs }:{LvC, DM }

LVC =~ IDM =~ ABS < LIT
IDM ~ LVC < ABS < LIT

FI XD Fixednesgy
Fixednesgn
Fixednessyerall
Fixednesgy;
Tendencyg;

{uT }:{Lvc, DM }
{iom }:{LIT,ABS }
{1om }:{ LIT, ABS, LVC }
{1om }:{ LIT, ABS, LVC }
{1b™m }:{ ABS, LvC }
{wvc }:{uT,IDM }
{ 1™ }:{ ABS, LvC }

IDM < LVC < ABS K LIT

IDM < LVC = LIT = ABS
IDM < LVC < LIT = ABS
IDM < LIT = LVC =~ ABS
LVC < ABS K LIT < IDM

Simgist(V+ N, V)
Simgist(V+n, n)
Simgist(V+ N, rv)

{ib™ }:{ LIT, ABS, LVC }
{Lvc }:{ LT, ABS, IDM }

LVC = LIT = ABS K IDM
LVC < ABS < IDM < LIT

{uT }:{ABS,LvC }

the third column, in the form of{' X1, ---, Xm }:{ Y1, ---, Yn }", which should be interpreted
as classeg; (1 <i < m) being found significantly different from classeg (1 < j <n).

The above tests show, for each statistical measure, whe#woér pair of classes are well
separated from each other (e.g., as can be seen in Tableg3sdparatesIT expressions from
Lvcs). In addition, we would like to know in which order a measuaeks the classes to
see whether this order matches the corresponding linguysédictions (e.g., whethervcs
are more frequent thaniTs). For each measure, we thus calculate, for each target clas
T € { LIT, ABS, LVC, IDM }, the sum of the number of pairs from the other classes that are
ranked before each pair from referring to the sum as {JHollander & Wolfe, 1999). If a
measure tends to rank members of ctagsefore members of class Uy will be smaller than
Uy. The values of Y (T € { LIT, ABS, LvC, IDM }) for a given measure thus can be used to
determine how members of different classes in the obseeuble are ranked by that mea-
sure (e.g., we observe that for Freq,tis smaller than U, hence we conclude that in the

observed data, mostcs are more frequent than masts).
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Note that since we do not perform any statistical signifieatests on the Us, we cannot
draw general conclusions about the populations. Insteadjigcuss the “observed trends” in
the order in which members of the four classes (in the sanapée)anked by a given measure.
We thus need to use thresholds on the value of U to decide fiwea gair of classes, whether
one precedes the other in ranking (as determined by a mgastoethe thresholds, we use
multiples of the standard deviation of U (the spread of itsi@s, which for our data is close
to 1000)1° For a pair of classes andv, if the difference between Jand U, is less than
twice the standard deviation, we assume the differencetisiotable, and sayx ~ Y. If the
difference is more than twice but less than four times thedsted deviation, then we assume
the difference is notable, and say< Y. If the difference is larger than four times the standard
deviation, we decide that the difference is substantial, sayx < Y. Observed trends in
the ranking of members of the four classes, by each statistieasure, are given in the fourth
column of Table 3. In the rest of this section, we first exantireediscriminative power of the

statistical measures, and then look into the separabilitiyeoclasses.

Analysishy statistical measure:  We now look at the significant differences and the observed
trends in ranking, given in Table 3, to examine whether thelm®ur of the statistical measures
match the linguistic predictions about the correspondirgperty (as discussed #8). We
examine the measures by group. Looking at the FiN®T measure, Freq, we can see that the
three classes ofBs, LvC, andiDM tend to have higher frequency tharrs (column four of
Table 3). Nonetheless, only the two classeswaf andLIT are found to be well separated from
each other (column three of Table 3). The behaviour of therdtNST measure, PMI, fits our
prediction in some respects: it separates membergofandibm from the other two classes.
Moreover, as we expected, some positive correlation isddagtween the degree of semantic
idiosyncrasy and the value of PMI, as shown by the obsenesttitr in ranking. However, in
contrast to our prediction, there is no significant differemetweernBs andLIT or between
LvCc andiDM, with respect to the degree of institutionalization as ez by PMI.

Looking at theFI XD measures, we can see that all of them are good at identifiiag t

class ofibpm. Also, we can see that generally for Fixedngsand Fixednesseral, the more
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semantically idiosyncratic an expression, the more fixésl (ite., these measures tend to rank
IDMs beforeLvcs, and both of these before members of the other two clageeg)ntrast to our
prediction, however, Fixednegsonly separatee>m from the other three classes, but does not
distinguish amongvc, ABS andLIT. Another interesting observation is that, in accord with ou
prediction ing3, Fixednesgjtends to rankpms at the top (high degree of fixedness with respect
to adjectival modification), but it does not distinguish argdhe other three classes. Also, as
we hypothesized, TendengyranksLvcs high, and also is effective in separating members of
this class frombm andLiT. Note that we find members af’c to be generally ranked before
ABS in the sample. However, according to the significance tegtszannot conclude that the
measure generally separates the two populations from d¢heh o

An interesting observation is that Sig(v+n, v) does not seem to differentiate among
the classes. This is not surprising given that the verbs rusidely are highly frequent (and
highly polysemous), and hence the distributional contéxduzh a verb may not correspond
to any of its particular senses. The observed behaviourm{ii{v+ n, n) fits our predictions
in one respect: it separates membersood from the other three classes, ranking them at the
very bottom (low degrees of compositionality). Howevercantrast to what we expected, the
measure does not seem to distinguish among the other tlagsesl Sigk:(v+ n, rv) also has
a behaviour that in some aspects matches our predictiosseihs to separat®cs from the
other classes, ranking them at the very top (high simildsggween the meaning of arvc
and the verb related to its noun constituent). Unexpectéulymeasure also separates the two
classes ofIT andABsS, which might be an accident of the data: we assign a zeroagiityiscore
to Simyist(V+ N, rv) if the noun constituent of the target- n does not have a morphologically

related verb, and we expect this to be the case for mangxpressions.

Analysis by class: Now, let us look into the separability of members of each <las de-
termined by the three groups of statistical measures. Tdssdfibpms seems to be the most
distinct class of the four: its members can be distinguisihech the other three classes on
the basis of two fixedness measures (FixedjygsBixednesseran), and one compositionality

measure (Sigjs;(V+ N, n)). In addition, many other measures, including PMI and Fivesgy,
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distinguish members of this class from one or two other elags' Cs can also be distinguished
from the other three classes using one of the compositiymakasures: Sigxi(v+n, rv). In
addition, members of this class can be separated from ttiase andABs using the two institu-
tionalization measures, and from the classois using many of the fixedness measures. Over-
all, the class ofvcs is well-separated from the other classes by the stalistieasures. The
class ofaBs is clearly distinguished fronbms by all the fixedness measures. This class can
also be separated fronvcs using PMI and one compositionality measure, &itfv+ n, rv).
Nonetheless, most of the measures (all of the fixedness mesasis well as one institutional-
ization measure, PMI, and one compositionality measurgg§{v+ n, n)) confuseass with
eitherLIT or LvC. The class of.iT can only be reliably separated framc andipm.1?

All'in all, the most confusing class according to the statédttests is that oABs. It is not
clear, however, whether this is due to our choice of staibstheasures, or an inherent difficulty
in identifying abstract combinations in general. The lateason is likely to be a cause, given
that this class has also been the main source of disagreemanmtg our human annotators.
Note, however, that the disagreement in our human-anmbfgted-standard) data also has an
adverse affect on the outcome of the statistical tests. , fartker research is needed to provide
more information about the linguistic properties of #&s class, as well as its status in relation

to the other classes.

4.3 Using Measuresfor Prediction

The analyses presentedi#.2 reveal that the statistical measures capturing sonteeofvell-
known properties of MWEs are in fact informative about theaatic class of these expressions.
In many cases, we find that the behaviour of the measuresajgnaatches the linguistic pre-
dictions, and that the measures assign significantly @iffiescores to members of the different
classes. Results of the classification experiments pregémthis section can help understand
whether the measures are also useful in practise, e.g.rddigbing the semantic class of a new
expression.

Table 4 presents the classification accuracy on the 168 ipaissT, for the three measure
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Table 4:Classification accuracy (8&c) on TEST, for individual and combined feature groups.
| NST
INST INST FIXD +FI XD
Baseline INST FIXD COW +FI XD +COW +COWP +COWP
25 34 45 40 50 45 45 52

groups,| NST, FI XD, and COVP, as well as for combinations of these, e gNST+FI XD.
Accuracy is measured as the proportion of items classifiecectly (assigned to the correct
class) to the total number of items classified. Since thexdaurr classes, the chance accuracy
(baseline) is 25%. We can see that all three feature growpwed as their combinations,
outperform the baseline, showing their usefulness in sémelass prediction for MWEs.

A close look at the results shows thdtXDis the most informative single group for classifi-
cation, reinforcing that most MWEs exhibit fixedness of sdamel, and that information about
their fixedness can be used to acquire knowledge about thdarlying semantic properties.
On the other hand,NST is the least informative group for MWE classification, rduggathat
simply looking at the frequency of occurrence of expressiemot sufficient for determining
their semantic class. In addition, we can see that the beataxy (52%) is achieved by com-
bining all three feature groups, reinforcing that colleetevidence from various properties of
MWEs is beneficial. Although this performance is well abadve baseline, it is still substan-
tially lower than human performance in the annotation tagkh(observed agreement ranging
from 67% to 80%). This suggests that we need to look at ottugrepties related to the semantic
idiosyncrasy of MWESs to improve their classification (se@,,gazly & Stevenson, 2007, for
some additional properties).

We also look into the classification performance of the mesagwoups (and their com-
binations) on each of the four semantic classes. Table Stefite per-class classification
performance using-score (the equivalent of per-class accurdéythe best performance for
each class is shown in boldface. As can be seen, for two oflélssesABs andiDM, the best
performance is achieved by combining all features, whetigiass not the case for the other

two classes,IT andLvC.
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Table 5:F-scores (%) of classification for the individual classes, DBST.
| NST

INST INST FIXD +FI XD
Class INST FI XD COW +FI XD +COW +COW +COVP

LIT 42 42 39 62 50 55 55
ABS 30 28 14 33 16 21 39
LvC 32 54 59 49 50 44 51
IDM 32 51 35 58 53 61 67

For LIT, combining the two groups with the highest individual periance [ NST and
FI XD) produces the best results. We can see here thatrorthe performance a€OVP is not
much worse than the performanceldIST or FI XD. Moreover, our analysis if4.2 showed
the usefulness oBOVP features in separatingT from the other three classes. It is thus not
clear to us why the combination of the three feature grous amt yield better results than
the combination of NST andFI XD. It remains to be tested whether a different choice for our
classification algorithm would produce different resultor Lvc, the most relevant feature
group isCOVP, perhaps because (as seef4rR) Simyist(V-+ N, rv) is very useful in separating
members ofvc from those of the other classes.

An interesting observation is thabm is the easiest class to identify (a reasonably high
F-score of 67%). This is not surprising, given that, accagdmthe analyses presentedith 2,
many of our statistical measures are very good at identfynembers of this class. Moreover,
the information provided by the different measure groupsTséo be complementary in the
case ofipms: although the performance of the individual feature gsocang not generally very
high, a very good performance is achieved by combining thEse hardest class to distinguish
is ABS, with a low F-score of 39%. Again, this is in line with our findings §4.2, that this
class is often confused with the other classes. Nonethelesachieve a higher-than-baseline
performance by combining evidence from features that dgpadorm well on their own. Even
though this class was also the hardest to annotate for ouawannotators, there is still a
notable gap between the performance of the classifier anatimamans, signifying the need

for further research.
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5 Conclusions

We have identified several semantic classes of multiwordesgions (MWES) on the basis of
their degree of semantic idiosyncrasy, and have arguedhegpishould be encoded differently
in a lexicon. Subsequently, we have examined some of theiiBtig properties of MWEs
pertaining to their semantic idiosyncrasy, and have pregasatistical measures that capture
each property by looking at evidence from the distributldreaviour of the expressions.

Our analysis of the statistical measures reveal that theynageneral reasonably good at
separating members of the different classes from each.otlenetheless, some classes are
better identified than othersbms seem to be more easily distinguished by our measures, con-
firming their special status as a distinct linguistic pheraon.ABS combinations, on the other
hand, are the hardest to separate, suggesting that theyoaeecomplex — perhaps due to their
close ties with metaphorical language — and that more rekBeameeded to understand their
status in relation to well-established MWEs, suchass andiDms.

Overall, the trends we find in our data with respect to the obleach statistical measure
in identifying members of each class match our hypothegarding the corresponding lin-
guistic property. These findings confirm that incorporatinguistic knowledge into statistical
distributional methods is beneficial for learning aspedthe semantic properties of MWEs.
Nonetheless, the gap between the performance of automa#insrand that of human annota-
tors suggests a need for further research, e.g., to refingefirgtion of the classes, or to draw

on other relevant linguistic properties of MWEs.

Acknowledgements

This article is an extended and updated version of a papeagpeared in the proceedings of the ACL
2007 Workshop on A Broader Perspective on Multiword Exposss we thank the anonymous reviewers
of that paper. We also thank Alessandro Lenci and the anongymeviewer of this article for their

insightful recommendations that helped improve the qualithe article. We are grateful to our human

annotators for their help with the development of our experital expressions. We thank Eric Joanis

21



and Saif Mohammad for providing us with the required sofevar various aspects of text processing.
Our work is financially supported by the Natural ScienceskEngineering Research Council of Canada,

the Ontario Graduate Scholarship program, and the Untyes&iToronto.

Notes

IFor example, the idiorspill the beansan appear in a passivized form, asTine beans were spilt by Mary
whereaskick the bucketisually cannot: Most speakers considée bucket was kicked by Jotmhave a literal
interpretation only.

2Clearly, abstract combinations or collocations need nastbeed in a lexicon the same way as idioms and
Lvcs are. However, as also pointed out by the anonymous reviefithrs article, such combinations should be
treated differently from literal phrases: information abthe preferred collocates of the “base” needs to be added
to its lexical entry. For example, whereas one paha price (on somethingdne usually does noptace a price
(on something)}— this is in contrast to the appropriateness of literal pbsasich aput/place a book (somewhere)
Although similar restrictions can be found in literal comaiions, we expect the semantic restrictions imposed by
the constituents of an abstract combination to be moreydiositic.

3As mentioned before, we are aware that the borderline beténesfour identified classes of MWEs may not
always be clear-cut, partly because idiomatization is auggbprocess, and partly due to ambiguity in meaning.
Nonetheless, the high agreement among our human annoshions that it is reasonable to assume that many
expressions can be reliably distinguished in terms of mesfili@in one of these classes.

4Other terms, such asaradigmatic modifiabilityand paradigmatic substitutabilityhave been used in the
linguistics literature to refer to the lexical flexibilityf @expressions.

SOther types of syntactic variation, such as relativizatiothe use ofvh-questions, are also considered to be
relevant to syntactic fixedness. Nonetheless, such patéemexpected to have a low frequency; moreover, their
automatic extraction is often very hard and hence inaceurdte thus do not include these in our initial set of
patterns, but the fixedness measure itself can accommddgeittit is deemed desirable.

Sa is a parameter whose value is set empirically based on peaioce over a held-out data set. Here, we set it
to 0.6 as this was found to perform best when applied to the densdopdata set of Fazly (2007).

"The proximity of two vectors in Euclidean space is often nuead by the cosine of the angle between the two
vectors.

8|f no such verb exists, Sig: (v+n,rv) is set to zero. If more than one verb exist, we choose the atésh
identical to the noun or the one that is shorter in length.

%We need the multiple comparisons test because the Krusklisviest does not determine which pairs of
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classes have significantly different rankings, only thahsaignificant difference exists. Note, however, that we
need to perform the Kruskal-Wallis test first, since the fpldtcomparisons test is appropriate only if the Kruskal-
Wallis test finds some statistically significant differemreong groups.

10y, is a statistic whose standard deviation is known, and depenly on the total number of items (here, 240
TRAIN pairs) and the number of items in each sample (here, 60 pagadh class) (Hollander & Wolfe, 1999).
The standard deviation is thus the same for all measure)amek it is appropriate to use multiples of this value
as thresholds.

HRecall that since rankings are in decreasing ordet, Y andx < v should be interpreted as members<of
being generally ranked before members of

2Although Simyist(V+ n, rv) seems to separater from ABS, as discussed above, we believe this is mainly an
accident of the data and hence not reliable.

BF_score is a measure of accuracy that balances preciBpar(d recall R) of assigning a class labe.
Precision tells, out of all items that are assigned the lab&Vhat proportion is truly of typex; recall tells, out

of all things that are truly of typ&, what proportion is given the lab&l The balancedF-score is calculated as:
2-P-R

F:
P+R
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