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Abstract. Every chordal graph G can be represented as the intersection
graph of a collection of subtrees of a host tree, the so-called tree model of
G. The leafage l(G) of a connected chordal graph G is the minimum num-
ber of leaves of the host tree of a tree model of G. This concept was first
defined by I.-J. Lin, T.A. McKee, and D.B. West in [9]. In this contribu-
tion, we present the first polynomial time algorithm for computing l(G)
for a given chordal graph G. In fact, our algorithm runs in time O(n3)
and it also constructs a tree model of G whose host tree has l(G) leaves.

1 Introduction

In this paper, graph is always simple, undirected and loopless.
A graph is chordal, if it has no induced cycles of length four or longer.

By a result of Gavril [5], a graph G is chordal if and only if G can be
represented as the intersection graph of a collection of subtrees of a host
tree, the so-called tree model of G. The leafage l(G) of a connected chordal
graph G is defined as the minimum number of leaves of the host tree of
a tree model of G. If G is an interval graph (the intersection graph of
intervals of the real line), we always have l(G) = 2. Hence, the leafage can
be seen as a measure of how far a chordal graph is from being an interval
graph. This has several algorithmic consequences. For instance, it is shown
in [7] that a chordal graph with bounded leafage always has a so-called
implicit representation which allows some problems on such graphs to be
solved more efficiently. Moreover, efficient solutions to NP -hard problems
on interval graphs naturally extend to efficient solutions on chordal graphs
whose leafage is bounded; e.g., the k-subcolouring problem [2, 12, 13].

The leafage of chordal graphs was first introduced by I.-J. Lin, T.A.
McKee, and D.B. West in [9] where the authors establish several bounds
on this parameter for special cases of chordal graphs such as block graphs,
split graphs, and k-trees. Their bounds imply polynomial time algorithms
for computing the leafage in some of these special cases; however, the gen-
eral question of complexity of computing l(G) for a given chordal graph G



is not addressed. Since their paper, this question remained unresolved [14]
except in special cases such as split graphs [8, 9] and the case of deciding
l(G) ≤ k for k ∈ {2, 3}; the case k = 2 corresponds to interval graph
recognition which is polynomial [1], and k = 3 is polynomial by [10].

In this paper, we finally resolve this question by providing a poly-
nomial time algorithm computing l(G) for any given chordal graph G.
In particular, our algorithm runs in time O(n3) where n is the number of
vertices of G and also outputs a tree model of G with l(G) leaves.

The paper is structured as follows. In Section 2, we define basic notions
such as clique tree and the reduced clique graph, and we show some of
their useful properties related to the leafage. In Section 3, we introduce
the so-called token mappings and explain their relationship to clique trees.
In Section 4, we define augmenting paths and sequences and explain how
they can be used to decrease the number of leaves in a given clique tree.
Finally, in Section 5, we describe our algorithm and analyze its complexity.

2 Basic concepts

For a graph G and a set X ⊆ V (G), we denote by G[X] the subgraph
of G induced on X, and denote by G − X the subgraph G[V (G) \ X].
A complete subgraph or clique of G is a (not necessarily maximal) set of
pairwise adjacent vertices of G. (For a complete terminology, see [15].)

Let G be a connected chordal graph. A clique tree of G is any tree
T whose vertices are the maximal cliques of G such that for every two
maximal cliques C,C ′, each clique on the path from C to C ′ in T contains
C ∩ C ′. We shall assume that every edge CC ′ of T is labeled by C ∩ C ′.
(See Figure 1 for an example of a clique tree.)

Any clique tree T can be seen as a tree model of G whose host tree
is T . It is shown in [9] that G always has a clique tree with l(G) leaves.
Hence, in the rest of the paper, we shall focus on clique trees.
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Fig. 1. a) Example chordal graph G, b) a clique tree T of G.



Cliques C,C ′ of G form a separating pair, if every path from a vertex
of C \ C ′ to a vertex of C ′ \ C contains a vertex of C ∩ C ′. The reduced
clique graph Cr(G) of G is a graph whose vertices are the maximal cliques
of G, and whose edges CC ′ are between cliques C,C ′ forming separating
pairs. In addition, each edge CC ′ of Cr(G) is labeled by C ∩ C ′.

The following is a fundamental result about reduced clique graphs.

Theorem 1. [4] A tree T is a clique tree of G if and only if T is a
maximum weight spanning tree of Cr(G) where the weight of each edge
CC ′ is defined as |C ∩ C ′|. Moreover, the reduced clique graph Cr(G) is
precisely the union of all clique trees of G.
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Fig. 2. a) The reduced clique graph Cr(G) of G, b) minimal separator graph H{a}

2.1 Minimal separator graphs

Let a, b be two vertices of G. A subset S of the vertices of G disconnects
a from b in G, if a and b are in different connected components of G−S.

A subset S of the vertices of G is called a minimal separator, if there
exist vertices a and b such that (i) S disconnects a from b, and (ii) no
proper subset of S disconnects a from b in G.

For each minimal separator S, let RS denote the set of all maximal
cliques C of G with S ⊆ C, and let HS denote the graph whose vertex set
is RS and whose edges are between cliques C,C ′ such that C ∩ C ′ % S.

Using the graphs HS we can characterize the structure of Cr(G).
(The proof is omitted due to the length restriction.)

Theorem 2. CC ′ is an edge of Cr(G) with label S = C ∩ C ′ if and only
if C and C ′ belong to different connected components of HS. �

Let S(G) denote the set of all minimal separators of G. Note that
chordality of G implies that for every S ∈ S(G), there exist cliques C,C ′

that form a separating pair such that C ∩C ′ = S. This implies, in partic-
ular, that every minimal separator of G appears on some edge of Cr(G).



2.2 Structure of clique trees

Let T be a clique tree of G. By Theorem 1, we have that T is charac-
terized in terms of Cr(G) as a maximum weight spanning tree of Cr(G).
Conversely, we can characterize the reduced clique graph Cr(G) in terms
of T as follows. (The proof is omitted due to the length restriction.)

Theorem 3. CC ′ is an edge of Cr(G) with label S = C ∩ C ′ if and only
if there exists an edge with label S on the path from C to C ′ in T . �

Furthermore, we can describe the structure of T in terms of the graphs HS.

Theorem 4. Let S ∈ S(G) and let kS denote the number of connected
components of HS. Then T contains exactly (kS − 1) edges with label S,
and each connected component of HS induces a connected subgraph in T .

Proof. Let C,C ′ be two vertices of HS , and let P be the path from
C to C ′ in T . Clearly, every vertex on P must belong to HS because it
contains C∩C ′ ⊇ S by the definition of clique tree. Hence, the vertices of
HS induce a connected subgraph in T . Next, suppose that C,C ′ belong
to some component K of HS . Again, it follows that every vertex of P also
belongs to K (details omitted). Hence, both the vertices of HS and of
each component of HS induce a subtree in T . The claim now follows. �

Note that T has at most n vertices by [3], and for each minimal
separator S of G, we have kS ≥ 2 since there is at least one edge with
label S in Cr(G) (see the remark above). Hence, every minimal separator
of G appears on some edge of T , and conversely, for every edge CC ′ of
T , the set C ∩C ′ is a minimal separator and C,C ′ form a separating pair
(by Theorem 1). In particular, G has at most n − 1 minimal separators.

3 Degrees and Tokens

A degree mapping assigns to each vertex of a graph its degree.

Theorem 5. [15] A mapping f : X → N is a degree mapping of a tree
if and only if

(i) 1 ≤ f(x) ≤ |X| − 1 for each x ∈ X, and
(ii)

∑

x∈X f(x) = 2|X| − 2.

We define a similar notion. A token mapping is a mapping τ that
assigns to each maximal clique C of G a distinct set of tokens τ(C) where



each token is labeled by some minimal separator of G. If a token t belongs
to τ(C), we also say that t is a token of τ and that t belongs to C in τ .

Let T be a clique tree of G. The extended degree mapping of T , denoted
by εT , is a token mapping that assigns to each maximal clique C a set
εT (C) of tokens corresponding to the edges incident to C in T where each
token is labeled by the label of the corresponding edge. (See Figure 3 for
an example of a clique tree T and its extended degree mapping εT .)
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Fig. 3. a) the graph Cr(G) with an example clique tree T , b) token mapping τ = εT .

Using Theorem 4, we now describe necessary and sufficient conditions
characterizing extended degree mappings of clique trees.

Theorem 6. A token mapping τ is an extended degree mapping of a
clique tree of G if and only if

(R1) for each maximal clique C of G, the set τ(C) is non-empty,

(R2) for each minimal separator S of G, if a token of τ with label S

belongs to τ(C) for some maximal clique C of G, then C ⊇ S,

(R3) for each minimal separator S of G, the number of tokens of τ with
label S is exactly 2kS−2 where kS is the number of components of HS,

(R4) for each minimal separator S of G and every component K of HS,
there exists a token with label S in τ(C) for some vertex C of K.

Proof. The forward direction follows directly from Theorem 4. For the
backward direction, let τ be a token mapping satisfying (R1-R4). We
construct a subgraph T of Cr(G) as follows. The vertices of T are the
maximal cliques of G, and initially T has no edges.

We consider every minimal separator S of G one by one as follows. We
let K1, . . . ,KkS

be the connected components of HS, and we let a1, . . . , akS

denote the number of tokens of τ with label S in K1, . . . ,KkS
, respectively.

By (R4), ai ≥ 1 for each 1 ≤ i ≤ kS , and by (R2) and (R3), we have



∑kS

i=1 ai = 2kS − 2. Hence, by Theorem 5, there exists a tree T whose
vertices are K1, . . .KS such that the degree of Ki in T is exactly ai.

Now, for each 1 ≤ i ≤ kS , we let ti1, . . . , t
i
ai

be the tokens of τ on the
vertices of Ki and let Ci

1, . . . , C
i
ai

be the vertices of Ki that contain tokens
ti1, . . . , t

i
ai

, respectively. (Possibly, Ci
j = Ci

j′ for some j 6= j′.) Also, we let

ei
1, . . . , e

i
ai

be a fixed ordering of edges of T incident to Ki. Finally, for

each edge e = KiKi′ of T , we have j, j′ such that e = ei
j = ei′

j′ by the above

definition, and we add the edge Ci
jC

i′

j′ to T . (See example in Figure 4.)
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Fig. 4. a) Components of HS and tokens with label S, b) The tree T with orderings
of incident edges, c) edges added to T

We now show that T is a clique tree of G. First, we observe that T is
a subgraph of Cr(G) by Theorem 2, and it contains exactly kS − 1 edges
with label S for every minimal separator S of G by our construction.
By Theorem 4, every clique tree of G also has this property. Therefore,
the weight of T is the same as the weight of any clique tree of G. By
Theorem 1, it now suffices to show that T is connected. This can be
proved by showing that T [RS ] is connected for each S ∈ S(G) which
follows by induction on n − |S|. (We omit further details.) �

We say that a token mapping τ is realizable, if it satisfies the conditions
(R1-R4). In light of the above theorem, we define the degree of C in τ ,
denoted by degτ (C), to be the value degτ (C) = |τ(C)|. If degτ (C) = 1,
we call C a leaf of τ . We denote by #leaves(τ) the number of leaves of τ .

4 Alternation and augmentation

In this section, we show how to obtain from a realizable token map-
ping τ another realizable token mapping τ ′ with less number of leaves (if
possible). We do this by moving tokens along certain paths on the maxi-
mal cliques; these paths are obtained by exploring an auxiliary graph Dτ



(described below). In particular, this process will resemble the classical
maximum matching algorithm. For this reason, we shall use “alternating”
and “augmenting” to describe similar notions in our algorithm.

Let D(G) denote the multidigraph1 on the maximal cliques of G with
labeled arcs such that e = CC ′ is an arc of D(G) labeled with S if and
only if C,C ′ belong to RS where S is a minimal separator of G.

Let e = CC ′ be an arc of D(G) with label S and τ be a token mapping
such that τ(C) contains a token t labeled with S. We write τ ÷ e for the
token mapping obtained from τ by removing the token t from τ(C) and
adding t to τ(C ′).

4.1 Realizable arcs

Let τ be a realizable token mapping, and let Dτ denote the digraph on
the maximal cliques of G with arcs e for which τ ÷ e is realizable.
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Fig. 5. a) the digraph Dτ with an augmenting path P = e1, e2, b) the token mapping
τ ′ = τ ÷ e1 ÷ e2 and the corresponding clique tree.

We characterize the digraph Dτ as follows.

Proposition 7. An arc e = CC ′ with label S belongs to Dτ if and only if

(i) C and C ′ are both vertices of HS,
(ii) τ(C) contains a token with label S,
(iii) degτ (C) ≥ 2, and
(iv) if K is the connected component of HS that contains C, then

(a) either C ′ belongs to K,
(b) or C ′ does not belong to K and there exists C ′′ 6= C in K such

that τ(C ′′) contain a token with label S.

Proof. The claim follows directly from (R1-R4). �

1 digraph with multiple arcs between any two points allowed



4.2 Sequences

Again, let τ be a realizable token mapping.
We say that a sequence of arcs e1, . . . , ek of D(G) is a τ -sequence, if

there exists a sequence of token mappings τ0, τ1, . . . , τk where τ0 = τ such
that for each i ∈ {1 . . . k}, the arc ei = CiC

′

i satisfies

(S1) ei is an arc of Dτi−1
,

(S2) τi = τi−1 ÷ ei,
(S3) degτi−1

(Ci) ≥ 3, and
(S4) if i < k then degτi−1

(C ′

i) ≥ 2.

In addition, a τ -sequence e1, . . . , ek is an alternating τ -sequence, if

(S5) no arc among e1, . . . , ek−1 is incident to C ′

k, and
(S6) degτk−1

(C ′

k) ≤ 2,

and an alternating τ -sequence e1, . . . , ek is an augmenting τ -sequence if

(S7) degτk−1
(C ′

k) = 1.

This definition immediately implies the following statement.

Observation 8. If e1, . . . , ek is an augmenting τ -sequence, then for τ ′ =
τ ÷ e1 ÷ e2 ÷ . . . ÷ ek, we have #leaves(τ) > #leaves(τ ′). �

Also, we have the following useful observation which we shall need
later. (The proof is omitted due to the length restriction.)

Proposition 9. If a τ -sequence e1, . . . , ek satisfies (S7), then e1, . . . , ek

is an augmenting τ -sequence. �

We now prove the following theorem which is the first of the two
ingredients in our polynomial time algorithm for the leafage.

Theorem 10. Let T and T ∗ be two clique trees of G such that T has
more leaves than T ∗. Then there exists an augmenting εT -sequence.

Proof. We define the distance from T to T ∗ to be the value

dist(T, T ∗) =
∑

CC′∈E(T )

(

dT ∗(C,C ′) − 1
)

where dT ∗(C,C ′) denotes the distance between C and C ′ in T ∗.
The proof is by induction on dist(T, T ∗). Since T has more leaves than

T ∗ and both have the same number of edges, there must exist C such that
the degree of C in T is at least three and is strictly larger than the degree
of C in T ∗. This implies that if T1, . . . , Tk are the components of T − C,



there exists i such that no vertex of Ti is adjacent to C in T ∗. Let C ′ be
the vertex of Ti that is adjacent to C in T . Let A and B be the vertices
of the two connected components we obtain by removing the edge CC ′

from T ; we can assume C ∈ A and C ′ ∈ B. Let P be the path from C to
C ′ in T ∗. Since C ∈ A and C ′ ∈ B, there exists an edge C∗C∗∗ of P such
that C∗ ∈ A and C∗∗ ∈ B. By the definition of Ti, we have C∗ 6= C. Let
S = C ∩C ′ and S∗ = C∗ ∩C∗∗. Since C∗C∗∗ is on the path from C to C ′

in T ∗, we have S ⊆ S∗. Also, CC ′ is on the path from C∗ to C∗∗ in T ,
since C∗ ∈ A and C∗∗ ∈ B. Hence, S∗ ⊆ S and consequently S = S∗. We
observe that C∗ ∩ C ′ ⊆ C∗ ∩ C∗∗ = S, since the edge C∗C∗∗ lies on the
path from C∗ to C ′. Hence, C∗ ∩C ′ = S, since C∗ ⊇ S∗ = S and C ′ ⊇ S.
Finally, by Theorem 3, we have that C∗C ′ is an edge of Cr(G).

Next, let T ′ denote the tree we obtain by removing the edge CC ′

from T and adding the edge C∗C ′. By Theorem 1, T ′ is a clique tree of
G, since T is. This implies that e = CC∗ is an arc of DεT

with label S,
since εT ′ = εT ÷ e. Recall that degεT

(C) ≥ 3 by the choice of C. If in
addition degεT

(C∗) = 1, then e is an augmenting εT -sequence, and we are
done. Therefore, we can assume that degεT

(C∗) ≥ 2. We now observe that
dist(T ′, T ∗) < dist(T, T ∗), since dist(T ′, T ∗)− dist(T, T ∗) = dT ∗(C∗, C ′)−
dT ∗(C,C ′) < 0 because C∗ 6= C and C∗ is on the path from C to C ′ in T ∗.
Hence, by induction, there exists an augmenting εT ′-sequence e1, . . . , ek

which implies that e, e1, . . . , ek is an augmenting εT -sequence. �

4.3 Paths

A directed path C1, C2, . . . , Ck in Dτ is an alternating path of Dτ , if

(i) degτ (C1) ≥ 3, and
(ii) degτ (Cj) ≥ 2 for each 2 ≤ j ≤ k − 1.

An alternating path C1, C2, . . . , Ck of Dτ is an augmenting path of Dτ , if

(iii) degτ (Ck) = 1.

In what follows, we present the second of the two main ingredients
we need for our algorithm for the leafage. In particular, we show that
whenever an augmenting τ -sequence exists (for instance, by Theorem 10),
we can find a directed path in Dτ starting from a vertex of degree at least
three to a leaf of τ , i.e., an augmenting path, and conversely, whenever
such a path P in Dτ exists, we can use it to obtain a τ -sequence starting
and ending at the same vertices as P , i.e., an augmenting τ -sequence.
In both cases, we construct the sequence (path) by incrementally adding
edges one by one; we show that whenever we get stuck, there will be a



“shortcut” in the sequence (path) which will allow us to continue this
process until a desired path (sequence) is obtained.

Finally, we note that this property (combined with Theorem 10) re-
duces the problem of leafage to the problem of finding a directed path
in a digraph which is what allows us to solve the problem in polynomial
time (for the details of the algorithm, see the next section).

Theorem 11. There exists an augmenting path in Dτ if and only if there
exists an augmenting τ -sequence.

Proof. For the forward direction, let P = C1, C2, . . . , Ck be an augment-
ing path of Dτ . Let F denote the subgraph of Dτ induced on C1, . . . , Ck,
and let P ′ be a shortest directed path in F from C1 to Ck. It is easy to
verify that P ′ is also an augmenting path of Dτ . (Possibly P ′ = P .)

Let e1, . . . , ek′ be the arcs of P ′ in the order they appear on P ′. That
is, e1 is incident to C1, and for each 1 ≤ i < k′, the arcs ei and ei+1

share an end-point. Now, using Proposition 7 and the minimality of P ′,
it follows that e1, . . . , ek′ is an augmenting τ -sequence (details omitted).

For the backward direction, we need the following stronger claim (∗).

If e1, . . . , ek is a alternating τ -sequence, then there exists an alter-
nating path of Dτ that ends in C ′

k where ek = CkC
′

k such that each
vertex of this path is incident to some arc among e1, . . . , ek.

(∗)

This claim can be proved by induction on k. (We omit further details
of this proof due to the length restriction.)

Finally, let e1, . . . , ek be an augmenting τ -sequence where e1 = C1C
′

1,
. . . , ek = CkC

′

k, and τ0, . . . , τk are token mappings such that τ0 = τ and
τi = τi−1 ÷ ei for each 1 ≤ i ≤ k. From (S5-S7), we have degτk−1

(C ′

k) = 1
and no arc among e1, . . . , ek−1 is incident to C ′

k. This yields degτ (C
′

k) =
degτ0

(C ′

k) = 1. Now, by (∗), there exists an alternating path P of Dτ that
ends in C ′

k, and since degτ (C
′

k) = 1, the path P is also an augmenting
path of Dτ . That concludes the proof. �

5 Algorithm

Now, we are finally ready to prove the main theorem of this paper.

Theorem 12. There exists an O(n3) time algorithm that, given a chordal
graph G, computes l(G) and a tree model of G with l(G) leaves.

Proof. The algorithm goes as follows.



(1) Start by computing some clique tree T of G. Then construct the
extended degree mapping εT of T , and let τ = εT .

(2) Construct the digraph Dτ .
(3) Search in Dτ for a shortest directed path P from a vertex of degree

at least three in τ to a leaf of τ .
(4) If such path P is found, then consider the arcs of P one by one, and

for each arc e = CC ′ of P , if S is the label of e, remove a token with
label S from τ(C) and add it to τ(C ′). Then go back to step (2).

(5) If such directed path P is not found, then construct a clique tree T

corresponding to τ , that is, a tree T with τ = εT . Then output T and
the number of leaves of T .

The correctness of this algorithm follows from Theorems 10, and 11,
and the observation that the path P in step (4) is neccessarily an aug-
menting path of Dτ , and therefore, Observation 8 implies that the new
mapping τ has less leaves. We now discuss the complexity.

Recall that G contains at most n maximal cliques. By [6], we can con-
struct a clique tree T of G and the mapping εT in time O(n2). To simplify
processing during the algorithm, we precompute the connected compo-
nents of HS for each minimal separator S. This can be accomplished
directly in time O(n3), since G has O(n) minimal separators.

Next, we observe that there are precisely 2n − 2 tokens of τ and at
most n−1 ways to move each of them. Hence, Dτ contains O(n2) arcs. In
fact, for a token with label S belonging to a clique C, we can find all arcs
with label S going out of C in Dτ by exploring HS and testing conditions
of Proposition 7. This can be easily accomplished in time O(n) using
the precomputed connected components of HS. Altogether, constructing
Dτ takes O(n2) time. The next step, finding the path P in Dτ , can be
accomplished using a breadth-first search of Dτ in time O(n2). If P is
found, we can construct the new mapping τ directly in time O(n).

We repeat the above steps at most n times since T has at most n

leaves, and therefore, O(n3) time altogether.
Finally, if P is not found, we construct a tree T with εT = τ using

the proof of Theorem 6 in time O(n2). This follows from the fact that G

has O(n) minimal separators and from an observation that constructing
a tree from a degree mapping (see Theorem 5) takes O(n) time. �

6 Conclusions

We have presented the first polynomial time algorithm for the problem of
computing the leafage of a chordal graph. We showed that the algorithm



runs in time O(n3), however, our complexity analysis was not very tight.
Therefore, it seems likely that a more efficient, perhaps O(n2) or linear
time implementation can be found. Furthermore, the algorithm provides
no certificate for the minimality of the output. We believe that because of
the min-max character of the problem it should be possible to characterize
the dual of the problem which in turn can be used for certification. Lastly,
we remark that our algorithm shows that computing a minimum leaf
maximum weight spanning tree is polynomial time solvable for the class
of reduced clique graphs whereas this problem is NP -hard in general [11]
because the case of at most two leaves is the Hamiltonian path problem.
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