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Fig.1: Overview. We present AirLetters, a novel dataset comprised of video-
pairs of human hands denoting characters in the air. Our dataset contains videos
denoting all the Latin letters and digits as well as two background classes, “Doing
Other Things” and “Doing Nothing”. Our dataset contains 161652 videos recorded by
1781 workers. We show the trajectory of the fingertips for visualization purposes.

Abstract. We introduce AirLetters, a new video dataset consisting of
real-world videos of human-generated, articulated motions. Specifically,
our dataset requires a vision model to predict letters that humans draw
in the air. Unlike existing video datasets, accurate classification predic-
tions for AirLetters rely critically on discerning motion patterns and on
integrating long-range information in the video over time. An extensive
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evaluation of state-of-the-art image and video understanding models on
AirLetters shows that these methods perform poorly and fall far be-
hind a human baseline. Our work shows that, despite recent progress
in end-to-end video understanding, accurate representations of complex
articulated motions — a task that is trivial for humans — remains an open
problem for end-to-end learning.

1 Introduction

Video understanding is a long-standing research goal in AI. What makes video
understanding significantly more challenging than still image understanding is
that videos encode information not only spatially but also temporally, in the
form of inter-frame correlations, specifically motion. Although the low-level me-
chanics of extracting spatio-temporal patterns from video are similar to those
for extracting spatial patterns from still images (see, for example, [2]), motion
understanding relies on visual features that extend across both space and time,
and therefore requires operations like 3D convolutions that learn to appropriately
aggregate information across these dimensions.

Real-world motion patterns, that spatio-temporal features learn to repre-
sent, range in complexity from simple transformations, for example, due to cam-
era tilt, to spatio-temporal “textures”, such as ocean waves and leaves shaking
in the wind, to highly complex motion patterns that are generated by artic-
ulated (living) bodies. Although existing action recognition datasets (such as,
HMDB-51 [55], UCF-101 [89], ActivityNet-200 [9], Kinetics [109], Charades [87],
TikTokActions |75], as well as many others) contain patterns across this spec-
trum, their labels depend mostly on simple (across-frame) motion patterns and
individual-frame image features. For example, to infer a label such as “Baking
cookies” [9] with high confidence it suffices to look at a single frame in the video.
As a result, existing video datasets make it hard to learn and evaluate a model’s
ability to learn complex real-world motion patterns.

An exception to this is existing datasets that focus on specific, use-case spe-
cific human-generated motion patterns. These include, in particular, datasets in-
volving hands, which can be divided further into video sign language datasets |10|
25,|281|301/54,/65L83] and general hand activity datasets [33]. However, since these
datasets have been introduced with the task-specific goal of understanding sign
language, gestures, or hand-object interactions, they contain a limited range of
motion patterns, have already saturated performance, and in many cases also
allow for inference from individual frames.

In this work, we introduce AirLetters, a novel dataset comprising 161652
labeled videos that capture human hand movements corresponding to digits
and letters from the Latin alphabet. Our dataset is not only more challeng-
ing than existing hand gesture datasets but it also requires models to learn to
precisely track hands and analyze long-term dependencies. All labels are dy-
namic and cannot be inferred with one or a few key frames of the video. An
overview of our dataset is presented in Figure [I| The dataset also contains two
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contrast classes labeled: Doing Nothing and Doing Other Things , featuring
videos of individuals engaged in tasks unrelated to positive labels. Due to the
in-the-wild nature of the recordings, the videos exhibit considerable variation
in lighting conditions, hand positions, backgrounds, drawing motions, and other
body movements. These variations render activity recognition within our dataset
particularly challenging, necessitating meticulous frame-by-frame analysis. Tem-
poral ambiguities (for example, distinguishing between O and Q or 1 and
7)) require integration over many frames. Additionally, some common types of
data augmentation, such as rotation, are impractical. For example, renderings of
the letters W and M appear similar under rotation. Together these challenges
make our dataset a rigorous new testbed for training machine learning models
to understand motion in video.

To showcase the unique challenges and opportunities our dataset presents,
we conduct a series of experiments. Through these, we illustrate how our dataset
supports the development of models for conventional video understanding and
activity recognition. Moreover, the diversity and complexity of the video content
in AirLetters makes the dataset useful both as a pre-training dataset and a
benchmark in applications in which understanding the motions of human hands
is important. We also hope that models focusing on video understanding or
activity recognition from human hands as well as generative models that focus on
generating human hands among others could bene t directly from this datase&l

2 Related Works

Although our data set primarily serves the purpose of learning and evaluating ar-
ticulated motion understanding, it is similar in spirit to gesture and sign language
recognition tasks. In this section, we provide a brief overview of existing video
sign language benchmarks (@.1) and video hand gesture benchmarks 2.2).
We also provide a brief overview of existing general video activity recognition

datasets (Y 2.B).

2.1 Sign Language Datasets

Historically, the eld of video sign language translation has been based on syn-
thetic animation-based methods ([18,50, 66, €7, 81], however, such methods have
been replaced by learned approaches|[8,10,12/17|20,/34, 46,53, 54] that require
high-quality large-scale data.

A common way to collect sign language data involves crowd-sourcing such
the videos and annotations. Many of these datasets contain comprehensive an-
notations for each gesture in the sign language. Widely used datasets include
CSL-Daily [108] and DEVISIGN [15] in Chinese Sign Language; KETI [53] in
Korean Sign Language; the Public DGS Corpus [39] in German Sign Language;
LSA64 [78] in Argentinian Sign Language; PSL Kinect 30 [47] and PSL ToF [47]

! We plan to make data and code available at developer.qualcomm.com.
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in Polish Sign Language; GSL [26] in Greek Sign Language; and LSE-sign [38] in
Spanish Sign Language. These benchmarks feature phrases and dialogues. Gen-
eral word-level American Sign Language datasets include CUNY ASL [64], ASL
Lexicon [4], Purdue RVL-SLLL ASL [100], and RWTH-BOSTON-50 [105], which
contain general ASL words but with minimal variance among videos. Other
datasets collected this way include How2Sign [25], which features instructional
content translated into ASL, and sentence-level datasets like RWTH-BOSTON-
104 [105] and RWTH-BOSTON-400 [105].

Some other large-scale datasets have been taken from television programs
with sign language interpreters. These are often limited in variance between
videos and usually have some problems with the text alignment. They include
datasets like RWTH-PHOENIX-Weather [11] and SWISSTXT [13] which include
weather programs in German Sign Language and Swiss German Sign Language,
respectively. Other datasets derived from television programs include VRT [13]
with news programs in Flemish Sign Language, and BOBSL [3] with BBC pro-
grams in British Sign Language.

Furthermore, there have also been datasets that are built by scraping videos
from the web. Multiple datasets of American Sign Language have been scraped
from YouTube like OpenASL [83], and YouTube-ASL [94]. There have also been
datasets that scrape specialized websites, such as SP-10 [103] which includes a
multilingual sign language dictionary, and AfriSign [36] which translates pas-
sages from the Bible, and The Greek Elementary School Dataset [96] with con-
tent translated from Greek elementary school content. Lastly, there are many
large-scale datasets that scrape videos from the Web, containing: American
Sign Language annotations: MS-ASL [45], WLASL [59], ChicagoFSWild [84],
ChicagoFSWild+ [85], CISLR [44], and Indian-SL [82], all of which are word-
level datasets; non-ASL annotations: SignsWorld Atlas [86], LSFB-CONT [29],
LSFB-ISOL [29], ASL Fingerspelling A [74], ASL Fingerspelling B [74], PSL Fin-
gerspelling ToF, Japanese Fingerspelling [71], RTWH Fingerspelling [24], and
SIGNUM [95]; and multilingual annotations: Prompt2Sign [28].

2.2 Hand Gesture Datasets

The development of datasets in gesture recognition is primarily oriented towards
enhancing the precision and versatility of gesture-based interactions in various
domains, including human-computer interaction and driving assistance. This
includes the Cambridge Hand Gesture dataset [51], which contains 900 RGB
sequences across 9 gesture classes, and the She eld Kinect Gesture (SKIG)
dataset [62], which comprises 1080 RGB-D videos that depict dynamic gestures
of 6 participants, categorizing 10 di erent gestures. In parallel, the ChalLearn
Gesture Challenge [27,97] contributed the ChaLearn LAP IsoGD and ConGD
datasets [97], as well as the Multimodal Gesture Dataset (MMGD) [27]. Some
datasets have been captured with sensors, including: MSRGesture3D 2012 [57],
ChAirGest 2013 [79], Kinect Numbers and Letters Hand Gestures [76], and
LTTM Senz3D [68]. Some datasets have been captured with imaging equipment.
These include Interactive Museum 2014 [6], IPN Hands [7], LD-ConGR [61],
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NUS HandPostures [56], FHANDS [31]. However, most of these datasets are
of very small scale or do not have much variance. Exceptions are Something-
Something [33] and Jester [65], which are large-scale datasets. In contrast to
these, our benchmark focuses particularly on specic kinds of gestures that
represent Latin characters. Another popular large-scale image dataset is the
BIGHands [104] hand pose dataset, which shows signi cant variance between
hand poses but does not represent gestures.

Multiple ne-grained datasets exist for the task of hand gesture recognition.
In particular, in the context of automotive applications, datasets such as CVRR-
HAND 3D [72] and nvGesture [70] are speci cally designed to understand driver
behavior through hand gestures, providing a controlled environment for study-
ing gesture recognition in driving scenarios. Other specialized datasets include
GUN-71 [77], which focuses on ne-grained hand movements for object manip-
ulation, and the NATOPS [88] dataset, which focuses on air signaling gestures
for airplanes.

For rst-person perspective applications, datasets such as EgoHands [5],
EgoFinger [43], and EgoGesture [107] o er detailed annotations for hand de-
tection and segmentation, capturing data through wearable devices like Google
Glass. This perspective is targeted at personal device interactions, and it has
been extended to various specialized domains [19,48].

2.3 Activity Recognition and Video Classi cation Datasets

Video classi cation and activity recognition involve the categorization of video
content into prede ned classes. UCF101 [89] consists of 13,320 video clips in 101
categories from YouTube, o ering diverse and complex activities. HMDB51 [55]
includes 6,766 video clips across 51 action categories from varied sources like
movies and YouTube, presenting challenges such as varying camera angles and
lighting. Despite its smaller size, the KTH [80] dataset, with 2,391 video se-
guences of six actions, laid much of the foundation of early activity recognition
research. The Sports-1M [49] dataset and the Kinetics [109] series (Kinetics-400,
600, and 700) are large-scale datasets that have been instrumental in training
neural networks for activity recognition tasks.

Several datasets focus on the ne-grained and contextual understanding of
video content. The Charades [87] dataset, for instance, focuses on multi-label ac-
tion recognition through its collection of 9,848 videos depicting everyday indoor
activities across 157 action classes. They re ect real-world scenarios where mul-
tiple actions coexist. The AVA [35] dataset improves ne-grained action recog-
nition by annotating detailed actions within 15-minute movie clips, aiding in
spatiotemporal localization. Hollywood?2 [58] focuses on actions in realistic set-
tings with videos categorized into 12 human action classes and is used exten-
sively for contextual action recognition. The COIN [91] dataset, designed for
instructional video analysis, includes 11,827 videos covering 180 tasks in various
domains, making it useful for understanding and segmenting instructional con-
tent. VideoLT [106] tackles the long-tailed distribution problem with its 256,218
untrimmed videos annotated in 1,004 classes, ideal for studying class imbalance.
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The YouTube-8M [1] dataset, comprising 8 million videos annotated with 4,000
visual entities, serves as a large-scale benchmark for video classi cation models.
HVU [22] aims to holistically understand videos with 572,000 videos that feature
9 million annotations on 3,142 labels.

3 The AirLetters Dataset

We present the AirLetters dataset, which is composed of short labeled videos
showing people drawing letters in the air with their hands. We next provide
details about our video and annotation collection method (Y 3.3), the content of
the dataset (Y 3.1), and statistics of the dataset (Y 3.2).

3.1 Dataset Content

The goal of the AirLetters dataset is to provide a simple, classi cation-based
evaluation of a model's ability to correctly understand articulated motions. We
focus on manual articulations of each letter of the Latin alphabet as well as nu-
meric digits. This amounts to 36 primary gesture classes, for which recognition
requires temporal and spatial analysis of the video. The dataset also includes
two contrast classes designed to re ne the sensitivity and speci city of recogni-
tion systems trained on our dataset. The Doing Nothing class includes videos
of individuals in non-active states, such as sitting or standing still, to repre-
sent periods of inactivity within human-computer interactions, and the Doing
Other Things class consists of clips capturing miscellaneous, non-communicative
movements such as adjusting position or random hand movements.

We show a few examples from our dataset in Figure 2 using a few frames per
video. We also demonstrate the diversity of examples in our dataset in Figure 4.
Our dataset is curated to re ect real-world complexity, encompassing a range
of scenarios where backgrounds are often cluttered and lighting conditions vary
from dimly lit to overexposed environments. This heterogeneity poses a signif-
icant challenge to the robustness of models as they have to deal with a wide
spectrum of real-world conditions.

Figure 3 highlights some aspects of our dataset that are challenging for
learned models but simple for humans. It shows the variability in how par-
ticipants draw characters, leading to signi cant variation even within class. For
example, the letter B and the digit 3 can appear quite distinct depending on
the drawing styles of the participants. To accurately di erentiate between these
two classes, it is essential to analyze the depth and velocity of the relative motion
in the videos. This analysis helps determine whether the participant intended
to draw a vertical line, indicative of a B, or merely positioned their hands,
suggesting a 3. Furthermore, we also show the substantial variation in how
the letter Y is drawn. In some cases, only the nal few frames of the drawing
process reveal a stroke that is crucial to di erentiate Y from X.
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Drawing the digit 2 in the air

Drawing the digit 4 in the air

Drawing the digit 5 in the air

Drawing the digit 7 in the air

Drawing the letter C in the air

Drawing the letter F in the air

Drawing the letter P in the air

Drawing the letter O in the air

Doing Other Things

Doing Nothing

Fig. 2: Example Videos. Frames from randomly sampled videos from our dataset
showing humans drawing characters as well as contrast classes.
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