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Overview

• Recap: Generalization error can be decomposed into bias, 
variance and Bayes error terms.

• Q1: Decompose a predictor for the sample mean estimator of a 
Gaussian distribution

• Q2: Prove some properties of Entropy





• Decompose the mean squared error (MSE) of sample mean.
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• Take expectation w.r.t. ଶ
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Q1: Decomposition



Q1: Decomposition

• Take expectation w.r.t estimator 
• Estimator is a random variable since the training data its generated from is 

randomly drawn from the true distribution
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Q1: Problem Statement

• Find exact bias, variance, Bayes error of sample mean MSE
• Bias: ଶ

• Variance: 
• Bayes Error: ଶ

• Use properties of expectation / variance
• Remember that , ଶ

• Also remember is our sample mean estimator, meaning its 
defined by the equation in the handout
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Substituting back in
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Q1: Bias Solution



Q1: Bias Solution

• Since ଶ , it is an unbiased estimator

• Estimators which have bias are unbiased, and vice versa
• Example of biased estimator: Trying to estimate an unknown variance via
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Q1: Variance Solution
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• Aside: This can be converted into the standard error formula by 
square rooting both sides. Pretty cool connection!



Q1: Bayes Error Solution

• Note that we already obtained Bayes error of ଶ in decomposition. 
Starting from handout equation…
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Q2: Entropy Properties Part (a)

• Prove entropy is non-negative

ଶ
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• is a discrete random variable. Thus:
• 

• ௫∈𝒳

• The two conditions also imply 



Q2: Entropy Properties Part (a)

• Since  , ଶ
ଵ

 ௫

• We are basically done.

• ଶ
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Non-negative

Sums of non-negative values will 
remain non-negative

Non-negative



Q2: Entropy Properties Part (b)

Prove

𝐻 𝑋, 𝑌 =   𝑝 𝑥, 𝑦 logଶ
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                = −   𝑝 𝑥, 𝑦 (log 𝑝 𝑦 𝑥 + log 𝑝(𝑥)) 
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                = −   𝑝 𝑥, 𝑦 log 𝑝 𝑦 𝑥  −   𝑝 𝑥, 𝑦 log 𝑝(𝑥)
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By commutativity and 
associativity of summation

Log product identity



Q2: Entropy Properties Part (b)

𝐻 𝑋, 𝑌 = −   𝑝 𝑥, 𝑦 log 𝑝 𝑦 𝑥  −   𝑝 𝑥, 𝑦 log 𝑝 𝑥
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                = −   𝑝 𝑥, 𝑦 log 𝑝 𝑦 𝑥 −  log 𝑝 𝑥  𝑝 𝑥, 𝑦
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                = −   𝑝 𝑥, 𝑦 log 𝑝 𝑦 𝑥 −  log 𝑝 𝑥 𝑝 𝑥
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                = −   𝑝 𝑥, 𝑦 log 𝑝 𝑦 𝑥 +𝐻(𝑋)
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Since log 𝑝 𝑥 is not 
dependent on 𝑦 

Marginalizing out 𝑦

By definition of 𝐻(𝑋)



Q2: Entropy Properties Part (b)

𝐻 𝑋, 𝑌 = −   𝑝 𝑥, 𝑦 log 𝑝 𝑦 𝑥 +𝐻 𝑋
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                = −   𝑝 𝑦 𝑥 𝑝 𝑥 log 𝑝 𝑦 𝑥 + 𝐻(𝑋)
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                = −  𝑝 𝑥  𝑝 𝑦 𝑥 log 𝑝 𝑦 𝑥 + 𝐻 𝑋
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                = −  𝑝 𝑥  −𝐻 𝑌 𝑋 = 𝑥
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+ 𝐻 𝑋

                = 𝐻 𝑌 𝑋 + 𝐻(𝑋)

  

Since 𝑝 𝑥 is not 
dependent on 𝑦 

By definition of 𝐻(𝑌|𝑋 = 𝑥)

By definition of 𝐻(𝑌|𝑋)

To show the other way around, we can do equivalent 
proof, but note 𝐻 𝑌 𝑋 ≠ 𝐻 𝑋 𝑌 in general. 



Q2: Entropy Properties Part (c)

• Prove 

• We know that , and 

• Non rigorous demonstration
• If then 
• If , then 
• cannot be less than [proof similar to part (a)]


