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Overview

● The bilevel hyperparameter optimization of SGD with 
momentum

● How to calculate the gradient of the inner SGD
● Implementation detail: precision
● Experiments

○ Dataset distillation
○ Learning rate scheduling



Hyperparameter Optimization of SGD with momentum

Inner objective:

SGD with momentum

Unrolling



Reverse-mode differentiation (RMD) of SGD



Reverse-mode differentiation (RMD) of SGD

Quite a few of gradients!



Reverse-mode differentiation (RMD) of SGD

loss_grad = grad(loss)

loss_hvp  = grad(loss_grad)

meta_hvp  = grad(loss_grad, argnums=1)

Autograd comes in handy!



The paper’s 
MNIST

Original 
MNIST

Side note: MNIST data



Numerical Precision

In practice, Algorithm 2 fails due to finite numerical precision.
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The reverse process requires repeated multiplication by        , causing errors

accumulate exponentially!



Exactly Reversible Multiplication

So instead, we represent v and w each 
with a 64-bit integer and a remainder 
buffer.

Using this method we have can achieve 
float64 precision and our computations 
is reversible.



Experiments

● Dataset distillation
● Learning rate scheduling


