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This lecture

• An extractive summary of the course.

• Open office hours will follow, 12:30-1:30 zoom (Zining) 
and in-person (Professor Lee)
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Exam
• Saturday April 22, 2023 from 14h00—17h00.
• No aids allowed – your desk should have nothing but:
• Your UofT ID, 
• The exam, and 
• A writing implement.



CSC401/2511 – Spring 2021 5

Structure

• Following the format of previous years:
• 20*2 multiple-choice questions [40 marks]
• 4 options each.

• 10*3 short-answer questions [30 marks]
• Some of these involve simply giving a definition. Others 

involve some calculation.
• 3*10 subject-specific questions [30 marks]
• These questions involve a small component of original 

thinking.
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Multiple choice
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Short answer
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We can work it out



CSC401/2511 – Spring 2021 9

Hints for studying

• Definitions: n.pl. Terms that are useful to know. 

• Highlights are 
also useful to 
know.

• Not all definitions/highlights are in the exam.
• Not all things on the exam have been highlighted.
• This review lecture is likewise not a substitute for the 

rest of the material in this course.
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Hints for studying

• Go through the lectures from this year. 

• Work out worked-out examples for yourself, ideally 
more than once.

• I find it helpful to relax before an exam.
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Exam material

• The exam covers all material in the *lectures and 
assignments except:
• Material in the bonuses of assignments, and
• Slides with ‘Aside’ in the title.

• The reading material (e.g., Manning & Schütze) provides 
background to concepts discussed in class.
• If a concept appears in a linked paper but not in the 

lectures/assignments, you don’t need to know it, even 
if it’s very interesting.



Exam Topics
Introduction to corpus-based linguisticsf hapax legomenon

N-gram, Linguistic Features, Classification
MLE, add-delta smoothing, perplexity, 
tokenization

Entropy and Information Fheory
entropy, information gain, mutual information,  
t-test, Bonferroni

Neural language models and word embedding
neural network, CBOW, ELMO, gender 
definitional

Machine translation (statistical and neural) (MT) cognates

Recent Breakthroughs - (SOTA) transformer 
variants.

HMMs Baum-Welch, greedy decoding

Automatic speech recognition (ASR) Noisy Channel Model, Levenshtein distance

Natural Language Understanding (NLU) Discourse, Dataset

Information retrieval (IR) document frequency, doc2vec, evaluation score

Interpretability and LLM
Shapley value, generate explanations, 
improving LLM
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2018 Final exam distribution



Part 1. Text Classification
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Categories of linguistic knowledge
• Phonology: the study of patterns of speech sounds.

e.g., “read” → /r iy d/ 
• Morphology: how words can be changed by inflection 

or derivation.
e.g., “read”, “reads”, “reader”, “reading”, …

• Syntax: the ordering and structure between 
words and 

phrases.
e.g., NounPhrase → det. adj. n.

• Semantics: the study of how meaning is created by
words and phrases.

e.g., “book” → 
• Pragmatics: the study of meaning in broad contexts.
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Corpora

• Corpus: n. A body of language data of a particular 
sort (pl. corpora).

•Most valuable corpora occur naturally
• e.g., newspaper articles, telephone conversations, 

multilingual transcripts of the United Nations

•We use corpora to gather statistics; more is better 
(typically between 107 and 1012 tokens).
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Notable corpora

• Brown corpus: 1M tokens, 61805 types. Balanced 
collection of genres in US English from 1961.

• Penn treebank: Syntactically annotated Brown, 
plus others incl. 1989 Wall Street Journal.

• Switchboard corpus: 120 hours ≈ 2.4M tokens. 
2.4K telephone conversations between US 
English speakers.

• Hansard corpus: Canadian parliamentary 
proceedings, French/English bilingual.
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Very simple predictions
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Bayes’ theorem

P(A)

P(B)P(A,B)



*Maximum likelihood estimate
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Sparsity of unigrams vs. bigrams

I want to eat Chinese food lunch spend

2533 927 2417 746 158 1093 341 278

• E.g., we’ve seen lots of every unigram, but are missing 
many bigrams:

Unigram counts:

Count(wt-1,wt)
wt

I want to eat Chinese food lunch spend

wt-1

I 5 827 0 9 0 0 0 2

want 2 0 608 1 6 6 5 1

to 2 0 4 686 2 0 6 211

eat 0 0 2 0 16 2 42 0

Chinese 1 0 0 0 0 82 1 0

food 15 0 15 0 1 4 0 0

lunch 2 0 0 0 0 1 0 0

spend 1 0 1 0 0 0 0 0

Hapax legomena: n.pl.
words that occur once 

in a corpus.
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Zipf’s law on the Brown corpus

From Manning & Schütze

i.e., for some k
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Add-1 smoothing (Laplace)
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●



Extrinsic evaluation
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Intrinsic evaluation
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Intrinsic evaluation

Brown 
corpus

Brown 
corpus

If
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Perplexity
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Perplexity as an evaluation metric 

• Lower perplexity →  a better model.
• (more on this in the section on information theory)

• e.g., splitting WSJ corpus into a 38M word 
training set and a 1.5M word test set gives:

N-gram order Unigram Bigram Trigram
Perplexity 962 170 109

30
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Different features for different tasks

• Alzheimer’s disease involves atrophy in the brain.
• Excessive pauses (acoustic disfluencies),
• Excessive word type repetition, and
• Simplistic or short sentences.
• ‘function words’ like the and an are often dropped.

• To diagnose Alzheimer’s disease, one might measure:
• Proportion of utterance spent in silence.
• Entropy of word type usage.
• Number of word tokens in a sentence.
• Number of prepositions and determiners (explained shortly).

Explainability/Interpretability!
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Features in Sentiment Analysis

• Sentiment analysis can involve detecting:
• Stress or frustration in a conversation.
• Interest, confusion, or preferences. Useful to marketers.
• e.g., ‘got socks for xmas wanted #ps5 fml’

• Deceipt. e.g., ‘Let’s watch Netflix and chill.’
• Complicating factors include sarcasm, implicitness, and a 

subtle spectrum from negative to positive opinions.
• Useful features for sentiment analyzers include:
• Trigrams.
• First-person pronouns. 

Pronouns? Prepositions? 
Determiners? 

What does this 
mean?
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Information and Entropy
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Entropy
• Entropy: n. the average amount of  information we get in 

observing  the output of source S	.

ENTROPY
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Joint entropy
• Joint Entropy: n. the average amount of information needed 

to specify multiple variables simultaneously.

Same general form as entropy, except you sum 
over each variable, and probabilities are joint
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Conditional entropy
• Conditional entropy: n. the average amount of information 

needed to specify one variable given 
that you know another.

It’s an average of entropies over all possible 
conditioning values.
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Relations between entropies

H(X|Y) H(Y|X)I(X;Y)

H(Y
)H(X

)

H(X,Y
)
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Mutual information
• Mutual information: n. the average amount of information 

shared between variables.
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Information theory
• In general, lectures includes some walked-through examples 

of applying the preceding formula.
• It’s probably a good idea to walk through these examples 

yourself on paper.
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Procedure of a statistical test

43
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Null and Alternative Hypotheses

44
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Summary: Types of t-tests

45
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Observable Markov model

midnight promise

down

monster friend

upside

halloween
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Multivariate systems
• What if a conditioning variable changes 

over time?
• e.g., I’m happy one second and 

disgusted the next.
• Here, the state is the mood and 

the observation is the word.

word P(word)

upside 0.1

down 0.05

promise 0.05

friend 0.6

monster 0.05

midnight 0.1

hallow 0.05

word P(word)

upside 0.3

down 0

promise 0

friend 0.2

monster 0.05

midnight 0.05

hallow 0.4

word P(word)

upside 0.25

down 0.25

promise 0.05

friend 0.3

monster 0.05

midnight 0.09

hallow 0.01
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Observable multivariate systems

w P(w)

ship …

pass …

camp …

frock …

soccer …

mother …

tops …
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Hidden variables

MD DT NN VB …

up up down down
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Tasks for HMMs
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1. Trellis
St

at
e



CSC401/2511 – Spring 2021 54

2. Choosing the best state sequence

I want to guess which sequence of 
states generated an observation.

E.g., if states are PoS and 
observations are words
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2. The Viterbi algorithm
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3. Training HMMs
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3. Expectation-maximization
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Statistical Machine Translation
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Challenges of SMT

• Lexical ambiguity (e.g., words are polysemous).
• Differing word orders.
• Syntactic ambiguity.
• Miscellaneous idiosyncracies.
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Bilingual evaluation: BLEU

Reference

Candidate
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BLEU example
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Neural Language Models









Importance of in-domain data
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Wang Y, Liu S, Afzal N, et al. (2018) A Comparison of Word Embeddings for the Biomedical 
Natural Language Processing. 2018;:1–21. http://arxiv.org/abs/1802.00400

http://arxiv.org/abs/1802.00400


Let’s talk about gender at the UofT
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Bolukbasi T, Chang K, Zou J, et al. Man is to Computer Programmer as Woman is to Homemaker? 
Debiasing Word Embeddings. In: NIPS. 2016. 1–9.

However, in word2vec trained on Google News, 
man:woman::programmer:homemaker. 
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Recurrent neural networks
• Consider RNNs generally, and LSTMs and others, specifically
• Hint: How do these models differ and how they are similar? 

What are their strengths and weaknesses? 
• What are the components of an LSTM network?





ELMo: Embeddings from Language Models

82CSC401/2511 – Spring 2021

• Instead of a fixed embedding for each word type, ELMo 
considers the entire sentence before embedding each token.
• It uses a bi-directional LSTM trained on a specific task.
• Outputs are softmax probabilities on words, as before.

The play

LSTMs

the actorsexhausted
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Automatic Speech Recognition
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Levenshtein distance

• See the example in lecture. Work it out yourself.

hypothesis

- how to wreck a nice beach

Refere
nce

- 0

how 0 1 2 3 4 5

to 1 0 1 2 3 4

recognize 2 1 1 2 3 4

speech 3 2 2 2 3 4



NLU, IR, Interpretability
CSC401/2511 – Natural Language Computing – Winter 2023

University of Toronto



“Hierarchies” of 
understanding

Humans can understand 
languages on multiple 
“levels”.
●These levels are not

mutually exclusive!
●Many NLP tasks 

require understanding 
at multiple levels (e.g., 
translation).

●These levels are here 
for organizing the 
tasks.

Synta
x

Semanti
cs
Discours
e

Commonse
nse

Pragmati
cs



Discourse structure in 
Abstract

NLP tasks, such as question-answering, machine translation, reading 
comprehension, and summarization, are typically approached with 
supervised learning on task-specific datasets. We demonstrate that 
language models begin to learn these tasks without any explicit supervision 
when trained on a new dataset of millions of webpages called WebText. 
When conditioned on a document plus questions, the answers generated by 
the language model reach 55 F1 on the CoQA dataset – matching or 
exceeding the performance of 3 out of 4 baseline systems without using the 
170,000+ training examples. The capacity of the language model is 
essential to the success of zero-shot task transfer and increasing it improves 
performance in a log-linear fashion across tasks. Our largest model, GPT-2, 
is a 1.5B parameter Transformer that achieves state of the art results on 7 
out of 8 tested language modeling datasets in a zero-shot setting but still 
underfits WebText. Samples from the model reflect these improvements 
and contain coherent paragraphs of text. These findings suggest a 
promising path towards building language processing systems which learn 
to perform tasks from their naturally occurring demonstrations.Language Models are Unsupervised Multitask Learners (Radford 

et al., 2019)

Problem

Our 
solution

Our 
system’s    
performan
ce

Significa
nce

https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf


Similarity score
• If the query and the available documents can be 

represented by vectors, we can determine similarity
according to their cosine distance.
• Vectors that are near each other (within a certain 

angular radius) are considered relevant.
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Vectorization: tf.idf
•
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Term frequency
•
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Document frequency
•

109

Word Collection 
frequency

Document 
frequency

kernel 10,440 3997

try 10,422 8760



Inverse document frequency
•
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Inverse document frequency
•
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tf.idf vectorization of a 
document
•
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Evaluating the retrieval 
systems
• Some commonly used metrics include:
• Precision
• Recall
• F-score
• Precision @ k



Interpretable NLP
CSC401/2511 – Natural Language Computing – Winter 2023

Lecture 12
University of Toronto

NLP Systems



●

Lloyd Shapley won Nobel 
Memorial Prize in Economics in 
2012



●



●

|S| n-1-|S|



Natural language 
explanations
●Question: An elephant can’t be put into a fridge

because it is too large. What is it?
● (A) elephant
● (B) fridge

●Answer: (A) elephant
●My explanation: An elephant is too large to be put 

into a fridge, so the pronoun “it” refers to the subject, 
“elephant”.

Explanation provides common-sense 
knowledge.



NLE as Seq2Seq 
generation

Here is an example and an expected 
explanation.

An elephant can’t be put into a fridge because it is 
too large. It refers to the elephant because

Explainer

An elephant is too large, so the 
pronoun “it” refers to the subject, 
“elephant”.

Needs some prompt 
engineering here
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Final thoughts
(not thoughts on the final)



Natural Language Processing in Industry

122



• This course barely scratches the surface of these beautiful 
topics. Talk to these people:

• Many of the techniques in this course are applicable generally.
• Now is a great time to make fundamental progress in this and 

adjacent areas of research.
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Final thoughts

Graeme
Hirst

Gerald
Penn

Suzanne
Stevenson

Annie 
Lee

Yang
Xu
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Aside – Knowledge
• Anecdotes are often useless except as proofs by contradiction.
• E.g., “I saw Google used as a verb” does not mean that Google is 

always (or even likely to be) a verb, just that it is not always a noun.

• Shallow statistics are often not enough to be truly meaningful.
• E.g., “My ASR system is 95% accurate on my test data. Yours is only 

94.5% accurate, you horrible knuckle-dragging idiot.”
• What if the test data was biased to favor my system?
• What if we only used a very small amount of data?

• We need a test to see if our statistics actually mean
something. Find some way to be comfortable

making mistakes



Thank you


