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Logistics
• All contents of this lecture will not be on the exam.
• Assignment 3 due on April 8.

• The AutoModelForCausalLM questions: Don’t worry if the 
accuracies are low.
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ChatGPT, help me write an intro
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A timeline of GPT models
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GPT
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GPT-2
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GPT-3 ChatGPT
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InstructGPT

Codex

https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://openai.com/blog/better-language-models/
https://arxiv.org/pdf/2005.14165.pdf
https://chat.openai.com/chat
https://openai.com/blog/instruction-following/
https://openai.com/blog/openai-codex/


Generative Pre-Training
• Uni-directional Transformers.

• “Transformer decoder”.

• Pre-training.
• Language modeling objective.

• Fine-tune on multiple tasks.
• Share all layers except the top one.
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Improving language understanding with generative pre-training (GPT; Radford et al., 2018)



General-purpose understanding
• Only use the language modeling pre-training objective.
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• Intuition: Modeling the language gives enough knowledge about 
the tasks.

• The corpora sizes differ:
GPT-2 trains on 40GB of text
GPT trains on BookCorpus – 1.1GB on huggingface hub
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Language models are unsupervised multitask learners (GPT-2; Radford et al., 2019)



GPT-2: language generation
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Prompt

Generation



Prompt-based system
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An elephant can’t be put into a fridge because it is too large. 
What is it? (A) elephant or (B) fridge? The answer is

Large LM (LLM)

that I had an elephant in my 
fridge while eating dinner at a 
family holiday party with my



Learning from prompt
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An elephant can’t be put into a fridge because it is too small. 
What is it? (A) elephant or (B) fridge? The answer is (B) fridge.
An elephant can’t be put into a fridge because it is too large.
What is it? (A) elephant or (B) fridge? The answer is

Large LM (LLM)

(A) elephant

One-shot 
demonstration



GPT-3: High-quality data
• Training data comes from texts crawled from web.

• Crawled text data have low qualities: html tags, duplications, etc.
• Train a “data quality” predictor to automatically filter.
• 45TB -> 500GB after filtering.

• Result: GPT-3 davinci model.

• How to further improve the model?
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Language models are few-shot learners. (GPT-3; Brown et al 2020)



Codex: Learn from codes
• What are high quality languages?

• Correct syntax
• Clear structures
• Reasonable vocabulary
• Actionable commands

• Collected 159GB of codes + docstrings
• Results:

• Copilot / Codex: a 12B-parameter model.
• code-davinci-002: a 175B (GPT-3 sized) model.
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Evaluating language models trained on code. (Chen et al., 2021)

Programming 
languages!



Performance of Codex
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Fine-tuning from human demonstration

• Collect the prompts submitted to the Playground.
• Recruit humans to write desired generations.
• Fine-tune the davinci model on this “FeedMe” dataset.

• Result: GPT-3 text-davinci-002 model.
• Note: text-davinci-002 is fine-tuned from code-davinci-002.

13



RL from human feedback
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Original RLHF paper (InstructGPT): 
Tutorial for RLHF: https://huggingface.co/blog/rlhf

https://huggingface.co/blog/rlhf


Demo of InstructGPT
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Recipe of ChatGPT
ChatGPT ≈ GPT3 + InstructGPT + Codex ≈

Uni-directional large-scale GPT +
High-quality text data +
Learning from codes +
Human demonstration +
Reinforcement learning from human feedback +
Massive engineering effort.
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A new way to build NLP systems
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Capability

Controllability
Embedding-based

DNN-
based

Feature-based

Prompt-
based

You’re here, sorry…



LLMs hallucinate coherently
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LLMs BS confidently
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Source: https://garymarcus.substack.com/p/scientists-please-dont-let-your-chatbots

https://garymarcus.substack.com/p/scientists-please-dont-let-your-chatbots


LLMs discriminate incorrectly
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LLMs copy-paste irresponsibly
• There is no attribution to the source of the information.
• Who owns the generated contents?

• Here’s a response from ChatGPT:

• OpenAI, GitHub and Copilot are currently challenged by a 
lawsuit about copyright. Read more about the litigation here.
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https://githubcopilotlitigation.com/


Risks of LLM: poor evaluations
• Never train on test data.

• … but how much leaderboard data did Chat and GPT-4 include 
in their training?

• … and how much data that are “very similar to the leaderboard 
data” are included in their training?
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Risks of LLM: an API perspective
• Over-reliance on API

• On March 23, 2023: OpenAI discontinued serving the Codex model API 
and recommends using gpt-3.5 (Chat) instead.

• When processing sensitive and proprietary data: GPT3, and 
other API-based server is a strong no-go.
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Risks of LLM: improper usage
• Trusting the outputs of LLMs when one should not.

• E.g., Writing an assignment?
• E.g., writing or reading a newspaper article?

• Utilizing LLMs to exaggerate inequality.
• Who have access to the best AI technologies?
• Who are the most aware of how to use these AI technologies?

• Discussion: Other risks of LLM? 
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Artificial general-purpose assistants
• Some argue that LLMs are already AGIs.

• LLMs can be useful automation tools though, similar to search 
engines.

• What will be the future of AI?
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Anonymous feedback form
• https://forms.gle/W3i6AHaE4uRx2FAJA
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https://forms.gle/W3i6AHaE4uRx2FAJA

