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Text Summarization
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Kinds of Summaries
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Indicative vs. Informative Summaries
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Summarization by Extraction

5



Summarization by Extraction
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Summarization by Extraction
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Naïve Bayes and SoftMax
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Bayesian Classifier
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Independence Assumption

▸ Naive assumption: The features xi are conditionally independent 
given the class c.

▸ Allows us to decompose the joint distribution:

▸ Compact representation of the joint distribution.

○ Prior probability of class:

○ Conditional probability of feature given class:
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Naïve Bayes and SoftMax
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Naive Bayes:  https://www.youtube.com/watch?v=O2L2Uv9pdDA

SoftMax:  https://www.youtube.com/watch?v=8ps_JEW42xs

Example on Text:  https://www.youtube.com/watch?v=temQ8mHpe3k

Naive Bayes on Spam: https://youtu.be/M59h7CFUwPU

Why Naive Bayes are Cool:  https://www.youtube.com/watch?v=8NEfN3JbINA

P(Class|features) = P(features|Class)*P(Class)

https://www.youtube.com/watch?v=O2L2Uv9pdDA
https://www.youtube.com/watch?v=8ps_JEW42xs
https://www.youtube.com/watch?v=temQ8mHpe3k
https://youtu.be/M59h7CFUwPU
https://www.youtube.com/watch?v=8NEfN3JbINA


Naive Bayes Properties

▸ An amazingly cheap learning algorithm!

▸ Training time: Estimate parameters using maximum likelihood.

○ Compute co-occurrence counts of each feature with the labels. 
I Requires only one pass through the data!

▸ Test time: Apply Bayes’ Rule.

○ Cheap because of the model structure. For more general 
models, Bayesian inference can be very expensive and/or 
complicated.

▸ Analysis easily extends to prob. distributions other than Bernoulli.

▸ Less accurate in practice compared to discriminative models due 
to its “naive” independence assumption.
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Naive Bayes Classification
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Naive Bayes Classification
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Disadvantages of Summ. by Extraction
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Improvements on Summ. by Extraction
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Remember this?
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Attention for Summarization

18

(towardsdatascience.com)



Is Document Summarization About Centrality?
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Defendant

Investigator

Why

Charges

Sentence

Broader Consequences

The trial for one of two men accused in the beating death of 
University of Wyoming student Matthew Shepard will begin with 
jury selection March 24.

Shepard died following a brutal beating near Laramie in October 
that police said was motivated in part because he was gay.

Officials said about 30 people would be questioned.

Henderson and the 21-year-old McKinney both face the death 
penalty if convicted in a case that has become a central focus for 
gay rights activists and others seeking stronger bias crime 
legislation.

“There is no guarantee that these laws will stop hate crimes from 
happening.”
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Text-to-text Generation

• Sentence compression (e.g., Knight and Marcu, 2000)

• Sentence fusion – merge parts of similar sentences
(Barzilay and McKeown, 2005; Filippova and Strube, 2008)
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Bil Mar Foods Co., a meat processor owned by Sara Lee, announced 
a recall of certain lots of hot dogs and packaged meat.
Bil Mar Foods Co., a meat processor owned by Sara Lee, announced 
a recall of certain lots of hot dogs and packaged meat.

Bil Mar Foods Co. announced a recall of certain lots of hot dogs and 
packaged meat.

The outbreak led to the recall on Tuesday of meats produced at the 
Bil Mar Foods plant.

The outbreak led to the recall on Tuesday of certain lots of hot dogs 
and packaged meat produced at the Bil Mar Foods plant.



Sentence Enhancement

• Traditional fusion: align similar core sentences

• Expand with parts of dissimilar in-domain sentences

• Output:
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Bil Mar Foods Co. announced a recall of certain lots of hot dogs and 
packaged meat.

The outbreak led to the recall on Tuesday of meats produced at the 
Bil Mar Foods plant.

This fact has been underscored in the last few months by two 
unexpected outbreaks of food-borne illness.

The outbreak of food-borne illness led to the recall on Tuesday of 
certain lots of hot dogs and packaged meat produced at the Bil Mar 
Foods plant.



Why Sentence Enhancement?

Still a big gap between text-to-text generation methods 
and what concept-to-text generation aspires to attain

• Locality of context

• Inference

• Sentence fusion attractive because it doesn’t require 
deep semantic analysis.

• Can we do more with equally little?
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Why Look Beyond Core Sentences

• Automatic summaries already more central than 
human-written gold standard summaries

• Signature caseframe density (Cheung and Penn, 2013): a 
measure of centrality based on method of Lin and Hovy, 
(2000)
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Why Look Beyond Core Sentences?  A 
Case Study of the TAC 2010 Corpus

• Where do the semantic predicates in human-written 
summaries come from?

• 77% are found in the source text

• Additional 21% found in in-domain articles

• 98% of total found!

• cf., additional 14% found if adding irrelevant articles

• 51% of source-external sentences use source-internal 
predicates (often with different arguments)
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Why do we look outside the source?

• Source-external predicates are of lower average 
frequency (95% confidence intervals):

(Wilcoxon ranked-sums p < 10-17)

• Source-external predicates have lower average 
argument entropy (95% confidence intervals):
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Latent-Query Document Summarization
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(Xu and Lapata, 2022)


