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Derive new clauses from old using:

\[ C_1 \lor x, \quad C_2 \lor \neg x \quad \Rightarrow \quad C_1 \lor C_2 \]

**Goal:** derive empty clause \( \Lambda \)

Resolution rule is **sound**

\[ \Rightarrow \quad \text{Derivation of } \Lambda \text{ certifies unsatisfiability} \]
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\[ (\neg x_2) \]
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\[ (x_1 \lor \neg x_3) \quad (\neg x_1 \lor \neg x_3) \]

\[ \text{Width}_R(F): \max \# \text{ of literals in any clause} \]

\[ (7) \]

\[ (2) \]
Last Time

- Introduced the **DPLL** algorithm
  - Lower bounds on the runtime of **DPLL** follow from lower bounds on tree Resolution proofs

- Introduced the **CDCL** algorithm by extending DPLL with
  - Unit Propagation
  - Clause Learning
  - Restarts
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**Theorem:** Let $F$ be an unsatisfiable CNF formula. If CDCL takes time $s$ to solve $F$, then there is a size-$s$ Resolution proof of $F$.

In order to prove bounds on the runtime of CDCL it suffices to analyze Resolution proof size.
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**Technique: Bottleneck Counting**

In every Resolution proof of $F$,

1. Every $x \in \{0,1\}^n$ falsifies a wide clause in the proof
2. Every wide clause is falsified by only a small number of $x \in \{0,1\}^n$

$\implies$ Proof must have many wide clauses! (Size lower bound!)
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**Proof:** $w := \text{Width}_R(F)$, let $\Pi$ be any Resolution proof of $F \circ \text{XOR}$

**Idea:** construct a partial assignment $\rho \in \{0,1,*\}^n$ so that

1. $\Pi \upharpoonright \rho$ is a proof of $F$
2. If $\Pi$ is small $\implies \Pi \upharpoonright \rho$ has width $< w$
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Thus, $F \upharpoonright \rho = F$ (up to a renaming of the variables, and a flipping of their sign)
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Let $C$ have width $w$

→ Each literal in $C$ is set to 1 w.p. $1/4 \implies Pr[C(\rho) \neq 1] \leq (3/4)^w$

By a union bound over the wide clauses in $\Pi$

$$Pr[\Pi \upharpoonright \rho \text{ has width } \geq w] \leq (3/4)^w |\Pi|$$
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Let $C$ have width $w$

→ Each literal in $C$ is set to 1 w.p. $1/4 \implies Pr[C(\rho) \neq 1] \leq (3/4)^w$
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→ **Heads:** fix \( y_i \in \{0,1\} \) with equal probability.

→ **Tails:** fix \( z_i \in \{0,1\} \) with equal probability.

**Claim:** If \( |\Pi| \) is small, then there is \( \rho \) such that \( \Pi \upharpoonright \rho \) has width \( < w \)

**Want to show:** every wide clause in \( \Pi \) is satisfied by \( \rho \) with probability \( > 0 \)

Let \( C \) have width \( w \)

→ Each literal in \( C \) is set to 1 w.p. \( 1/4 \) \( \implies \Pr[C(\rho) \neq 1] \leq (3/4)^w \)

By a union bound over the wide clauses in \( \Pi \)

\[
\Pr[\Pi \upharpoonright \rho \text{ has width } \geq w] \leq (3/4)^w |\Pi|
\]

If \( |\Pi| \leq (4/3)^w \implies \) exists \( \rho \) such that \( \Pi \upharpoonright \rho \) has width \( < w \) ← **Contradiction!**