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Abstract

Large language models (LLMs) are increasingly being leveraged for decision-making tasks, yet their
ability to make these decisions fairly remains underexplored. We conduct a fairness evaluation of LLM-
based decision-making for allocating indivisible goods, using both synthetic data and real-world data
from Spliddit.org.

Specifically, we examine what the state-of-the-art LLMs consider to be fair, depending on the real-
world context and prompt framing, and how they compare to traditional algorithms on common fair
division desiderata. We also conduct an evaluation of their reasoning abilities when tasked with meeting
specific criteria. Our results indicate that LLMs are not yet ready to be used for performing fair division
in the real world: while they strike a good trade-off between conflicting desiderata in small instances,
they are still outperformed by state-of-the-art traditional algorithms, and their performance degrades
quickly as the instances grow larger.

1 Introduction

The concept of fairness has captivated human thought for centuries, shaping the foundations of our core
institutions, such as democracy, law, and healthcare. But what does fairness truly entail? While universally
appealing, fairness is far from universally defined, and its interpretation often depends on the lens through
which it is examined.

Fairness is a quintessential sociotechnical concept, explored extensively across disciplines. Philosophy
deliberates the underlying principles of fairness, comparing Rawls’ 1971 egalitarianism to Harsanyi’s 1975
utilitarianism, and examining concepts such as desert, the right to a minimum, and fair equality of oppor-
tunity. Meanwhile, the machine learning literature takes a mathematical perspective on fairness, and often
narrows its focus to deal with the most practically relevant issues such as mitigating race- or gender-based
discrimination Mehrabi et al. [2021]. The fair division literature, at the intersection of economics and com-
puter science, also takes a mathematical perspective, but formalizes individual and group fairness principles
in an abstract resource allocation context devoid of specific attributes such as race or gender Amanatidis et
al. [2022]; Shah [2023]. Finally, studies on human perceptions of fairness provide a descriptive counterpart
to these normative approaches to fairness Grgic-Hlaca et al. [2018]; Srivastava et al. [2019]; Saxena et al.
[2019].

Recently, researchers have begun bridging these disciplinary silos by, e.g., applying the criteria of envy-
freeness and equitability from the fair division literature to gender or racial contexts Hossain et al. [2020],
or connecting fairness definitions in machine learning to those from moral and political philosophy Binns
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[2018]. However, a complete integration of these diverse perspectives has remained elusive, partly due to
disciplinary boundaries and methodological divides.

Enter large language models (LLMs)! The advent of highly competent LLMs has been one of the most
profound technological disruptions of recent years. These models exhibit social understanding gleaned from
their pre-training on vast repositories of human-generated data, ethical considerations learned from aca-
demic research and post-training techniques such as reinforcement learning from human feedback (RLHF),
and mathematical reasoning abilities. This unique blend of sociotechnical abilities has allowed them to
yield breakthrough performance across domains such as healthcare, education, finance, engineering, and
programming Hadi et al. [2023]. This makes LLMs particularly intriguing for exploring the multifaceted
nature of fairness.

In this work, we evaluate fairness of LLM-based decision-making using fair division—specifically, the
allocation of indivisible goods—as our example setting, thereby contributing to the quickly-growing lit-
erature in AI on conducting LLM evaluations on various dimensions such as safety, trustworthiness, or
inclination to hallucinate Guo et al. [2023]; Chang et al. [2024]; Chu et al. [2024]. There are several reasons
why LLMs are aptly suited to fair division in particular. They are wildly popular, freely available, and easy
to use. They can also understand contextual nuance and adapt the allocations accordingly, in a manner that
traditional algorithms may not be able to (see Section 7 for further discussion). So, if it turns out they can
allocate resources well, they may be adopted quickly in real-world applications. This motivates our in-depth
evaluation of how the state-of-the-art (SOTA) LLMs perform fair division. Our main research questions are:

1. What is fair in the eyes of LLMs? When LLMs are asked to optimize for “fairness”, what do the
resulting allocations look like? How do they perform on traditional metrics or in comparison to
traditional algorithms?

2. What influences fairness perception? How does LLMs’ understanding of fairness depend on the
context, e.g., the nature of goods or the framing of the preferences?

3. To what extent can we steer LLMs? Do the LLMs have the reasoning abilities to be able to optimize
user-specified fairness criteria?

1.1 Our Results

We evaluate fairness of three SOTA (state-of-the-art) families of LLMs — Claude (by Anthropic), Gemini
(by Google), and GPT (by OpenAI) — using both synthetic data and real data from Spliddit.org.
Through a carefully designed prompt, we ask the LLMs to allocate a set of goods fairly to a set of agents
based on (additive) valuations provided as part of the prompt, and compare their performance to traditional
algorithms based on (multiplicative) approximations to popular criteria such as envy-freeness up to one good
(EF1), Nash welfare, and utilitarian welfare.

Our main takeaway is that even the SOTA LLMs are not yet ready to perform fair division in the real
world autonomously; the SOTA algorithm, maximum Nash welfare Caragiannis et al. [2019], outperforms
them on all the metrics we study. That said, Claude (specifically, claude-3.5-sonnet-20241022)
shows evidence of allocating goods intelligently, at least providing a trade-off that is not entirely surpassed
by a simpler Round Robin algorithm, which is not the case with Gemini and GPT.

To better understand what goes into the LLM’s allocation process, we investigate three variations in
prompt design:
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• Context variation. Whether the task is to allocate objects to people, or heirlooms to siblings after
recent death of their parent, or machines to teams in a corporate environment seems to make little
difference to how LLMs perform the allocation, at least with a short description of the context.

• Preference framing. When agent preferences are provided grouped by goods (with each line speci-
fying all agents’ values for a given good), as opposed to grouped by agents (with each line specifying
a given agent’s values for all the goods), all models become a bit more efficient, with Claude and
Gemini also becoming a bit fairer while GPT becoming a bit less fair. The effect size, however, is
small.

• Goal framing. When LLMs are asked to explicitly seek EF1, maximum Nash welfare (MNW), or
maximum utilitarian welfare (MUW), as opposed to simply maximizing “fairness”, they slightly alter
their behavior. Seeking EF1 generally hurts utilitarian welfare and only improves EF1 approximation
for GPT, whereas seeking MUW slightly improves the utilitarian welfare for GPT and Claude while
hurting GPT’s EF1 approxiation and Claude’s EF1 and Nash welfare approximations. Once again,
however, the effect sizes are rather small, and letting LLMs optimize their own perception of fairness
(as opposed to explicitly steering them to some criterion) comes out as a rather robust choice.

In the appendix, we also present additional experiments where we measure other desiderata (Appen-
dices C and D) and dive deeper into the LLMs’ “thought process” using a more controlled environment
(Appendix F).

1.2 Related Work

To the best of our knowledge, ours is the first work to explore the use of LLMs in fair division. However,
our work is tangentially related to three lines of work.

LLM → social choice. Use of LLMs in the adjacent world of voting has been explored recently. When the
candidates to be voted on are (policy) statements, LLMs have the remarkable potential of finding consensus
candidates that are widely agreeable out of the vast space of possible statements. Bakker et al. [2022] design
a system in which a fine-tuned set of LLMs generate statements that would be agreeable to large groups of
humans and a traditional voting rule picks a single winning statement (“winner selection”), showing that
such a system can outperform humans. Fish et al. [2024] develop this into generative social choice, which
can design a representative slate of statements (“committee selection”); they use generative queries, which
ask LLMs to find statements that would be agreeable to a specified target group of users. Small et al. [2023]
more broadly discuss the opportunities and risks of LLM usage in deliberative democracy platforms such as
Pol.is. Our work suggests extending LLM use to social choice more broadly, possibly to other problems
such as matching and coalition formation.

Social choice → LLM. In the opposite direction, researchers have recently explored applying social choice
concepts to the design of LLMs. For example, Zhong et al. [2024]; Williams [2024] use the Nash social
welfare in the reinforcement learning from human feedback (RLHF) stage of LLM training in order to get
LLMs to proportionally represent the preferences of human annotators. This is related to (but a completely
different approach to) our MNW prompt, which asks the LLM to maximize Nash welfare as part of the
prompt rather than imbuing the principle in its design. Chakraborty et al. [2024] similarly use the egalitarian
welfare to guide RLHF. It remains to be seen whether other social choice principles, such as envy-freeness
or harm ratio Ebadian et al. [2024], can be applied to designing LLMs.
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n 2 3 4 ⩾ 5

Instances 27.6% 67.9% 2.3% 2.2%

Table 1: Distribution of number of agents for Spliddit.org instances.

LLM evaluations. There is a quickly-growing literature on conducting evaluations of LLMs to assess their
safety, trustworthiness, inclination to hallucinate, reasoning capabilities, etc.; see the comprehensive surveys
by Guo et al. [2023]; Chang et al. [2024]; Chu et al. [2024]. A number of studies have specifically focused on
evaluating fairness of LLMs overall Li et al. [2023], or in specific domains such as recommendations Zhang
et al. [2023] or ranking Wang et al. [2024]. To the best of our knowledge, ours is the first work to evaluate
fairness of LLMs in the resource allocation domain.

2 Experimental Setup

In this section, we describe the fair division model at the heart of our experiments, the data and LLMs we
use, our experimental setup, and our evaluation criteria.

2.1 Fair Division Model

For any t ∈ N, let [t] = {1, 2, . . . , t}. A fair division instance consists of a set of n agents N = [n] and
a set of m indivisible goods M = [m]. Each agent i ∈ N has a valuation function vi : 2M → R⩾0,
which represents the utility of agent i for each subset of goods. We focus on additive valuation functions,
meaning vi(S) =

∑
g∈S vi({g}) for all S ⊆ M and vi(∅) = 0. With slight abuse of notation, we write

vi(g) := vi({g}) for a single good g ∈ M .
An allocation A = (A1, . . . , An) is a partition of the set of goods M into n disjoint bundles, where

Ai ⊆ M is the bundle allocated to agent i, Ai ∩Aj = ∅ for all i, j ∈ N with i ̸= j, and ∪i∈NAi = M .

2.2 Data

Synthetic data. For our experiments with synthetic data, we sample utilities independently and identically
distributed (i.i.d.) as vi(g) ∼ Uniform({0, . . . , 10}) for each agent i ∈ N and good g ∈ M . We vary the
number of agents n ∈ {2, . . . , 8} and the number of goods m ∈ {n, 2n, . . . , 5n},1 and in each case, show
results averaged over 200 random instances along with 95% confidence intervals.

Spliddit data. We utilize real-world goods division Spliddit instances. In these instances, the total utility of
each agent for all goods is always 1000. Out of the 5295 instances, we focus on the 4835 instances in which
a positive Nash welfare is attainable (see Footnote 2), and show results averaged over these instances. These
instances involve between 2 to 15 agents and between 2 to 96 goods; some more statistics are provided in
Tables 1 and 2.

2.3 Evaluation Criteria

We use three criteria in our evaluations.
1While this parameter range may seem small, so are most fair division instances in practice. For example, 98.2% of

Spliddit.org instances have n ⩽ 8 and m ⩽ 5n.
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m 2 3 4 5 6 ⩾ 7

Instances 3.1% 10.5% 12.9% 4.7% 62.9% 6.0%

Table 2: Distribution of number of goods for Spliddit.org instances.

EF1 approximation. The cornerstone notion of fairness in the fair division literature is envy-freeness Gamow
and Stern [1958]; Foley [1967], which demands that no agent prefer the bundle allocated to another agent
over their own bundle. For indivisible goods, this is not always attainable, so its relaxation known as envy-
freeness up to one good (EF1) Budish [2011] is more widely used.

For our fairness evaluation, we measure the degree to which an allocation achieves EF1.

Definition 1 (EF1 Approximation). The EF1 approximation of an allocation A is the largest value α ∈ [0, 1]
such that, for all i, j ∈ N with Aj ̸= ∅, there exists a good g ∈ Aj such that vi(Ai) ⩾ α · vi(Aj \ {g}). An
allocation with an EF1 approximation of 1 is simply called an EF1 allocation.

EF1 allocations are guaranteed to exist and we use algorithms known to compute them as baselines (see
Section 2.4). In Appendix C, we define and present results for two additional fairness criteria, but note that
they do not offer any qualitatively different insights.

Welfare approximation. A desideratum sought commonly in conjunction with fairness is efficiency. This
is often measured via a social welfare function W : RN

⩾0 → R⩾0, which aggregates individual agent utilities
u⃗ = (u1, . . . , un) into a single cardinal value. We focus on two widely studied welfare functions:

• The utilitarian welfare is defined as the arithmetic mean of agents’ utilities: UW(u⃗) = 1
n

∑
i∈N ui.

• The Nash welfare is defined as the geometric mean of agents’ utilities: NW(u⃗) = (
∏

i∈N ui)
1/n.

With slight abuse of notation, we denote the welfare of allocation A under social welfare function W as
W(A) := W((v1(A1), . . . , vn(An))).

For our efficiency evaluation, we measure the degree to which an allocation optimizes these welfare
functions.

Definition 2 (Welfare Approximation). Given a social welfare function W, the W approximation of an
allocation A is the ratio between the highest welfare of any allocation to that of A, i.e., maxB W(B)/W(A).

2.4 Baseline Algorithms

We evaluate three popular fair division algorithms as baselines in our experiments:

• Round Robin (RR): An iterative algorithm that provably produces an EF1 allocation. Agents pick
goods one by one in a cyclic fashion; specifically, in each round k ∈ [m], agent (k− 1) mod n+1 is
allocated her most preferred good among the ones remaining.

• Maximum utilitarian welfare (MUW): Returns an allocation with the highest utilitarian welfare. Under
additive valuations, this simply allocates each good to an agent with the highest value for it. However,
this does not guarantee any positive EF1 approximation.
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• Maximum Nash welfare (MNW): Returns an allocation that maximizes the Nash welfare. This provably
achieves EF1 Caragiannis et al. [2019], and is the state-of-the-art algorithm deployed to Spliddit.
org due to its combination of fairness and efficiency guarantees.2

While MNW generally supersedes Round Robin, it requires a global optimization of a non-linear function
over a combinatorial space, which LLMs cannot be expected to compete with. Hence, Round Robin serves
as a more reasonable baseline that can still achieve EF1 with reasonable welfare approximations.

2.5 Large Language Models

We utilize three SOTA families of commercial LLMs: GPT from OpenAI, Claude from Anthropic, and
Gemini from Google. To manage time and monetary costs, we first perform all our experiments (see Sec-
tion 2.6) for the entire parameter range of n and m (see Section 2.2) using the faster and cheaper models:
gpt-4o-mini, claude-3-haiku-20240307 (henceforth, claude-3-haiku), and gemini-1.5-flash.
Based on these experiments, we identify m = 5n to be a representative regime,3 and conduct experi-
ments for m = 5n again using the slower and more expensive, but more powerful models: gpt-4o,4

claude-3.5-sonnet-20241022 (henceforth, claude-3.5-sonnet), and gemini-1.5-pro.
In the main body, we present the results of the more powerful models and their improvement over the
weaker models for the m = 5n case, relegating the rest to the appendix.

In Appendix B, we provide details on the sizes of these experiments in terms of the numbers of input and
output tokens, giving a rough estimate on the cost of using LLMs for fair division problems, and showing
how these costs scale as the instance size increases.

2.6 Experiments and Prompts

Each datum in our experiments is generated by sending a prompt to an LLM, which fully described the fair
division problem at hand, and asking the model to return an allocation. At a high level, all prompts have
the same structure involving four components, whose designs we experiment with. We provide a summary
below; full details are available in Appendix A.

1) Context. First, the prompt describes the contextual scenario including the nature of agents and goods,
which may affect LLMs’ perceptions of fairness. We test three contexts:

• Person/Object (default): An abstract scenario with “objects” (goods) to be allocated to “people”
(agents).

• Sibling/Heirloom: A “subjective” inheritance division scenario with “heirlooms” (goods) to be allo-
cated to “siblings” (agents) following the passing of their parent.

• Team/Machine: An “objective” corporate scenario with “machines” (goods) to be allocated to “teams”
(agents).

2) Goal. Next, the prompt describes the goal we want the LLM to achieve in the allocation it returns.
2The rule, as defined by Caragiannis et al. [2019], is a bit more subtle for edge-case instances in which all allocations have zero

Nash welfare, but we restrict our experiments to instances in which allocations yielding a positive utility to all agents (thus having
a positive Nash welfare) exist.

3The case of m = n involved several oddities, as described in Appendix E.
4We did not include the o1 and o1-mini models due to the excessive cost of reasoning tokens.
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• “Fairness” (default): Here, we ask the model to allocate the goods “fairly” without providing an
explicit definition of fairness.

• EF1, MNW, and MUW: Here, we explicitly instruct the model to find an allocation that satisfies envy-
freeness up to one item (EF1), or one that maximizes either the Nash welfare (MNW) or the utilitarian
welfare (MUW).

3) Preference framing. Next, we provide agents’ valuations in one of two formats:

• Person/Object (default): For each agent, we provide a separate line listing their values for the m goods
as integers, where the k-th value corresponds to good k:

Person 1: [1, 0, ...] // m values

Person 2: [5, 8, ...] // m values

• Object/Person: For each good, we provide a separate line listing the values of all n agents for that
good as integers, where the i-th value corresponds to agent i:

Object 1: [1, 5, ...] // n values

Object 2: [0, 8, ...] // n values

4) Output format. We instruct the model to return a JSON object,5 in which each good is mapped to the
index of the agent it is allocated to. We explicitly instruct the model not to include any additional text or
reasoning about its allocation decisions.

{ Object 1: 3, // index (from 1 to n)

Object 2: 2, ... }.

In Section 3, we show compare all the models and baselines under the default choices of the first three
components. Then, in Sections 4 to 6, we compare the different designs of each of those three components
individually, while using the default choice in the other components.

3 LLMs for Fair Division

In this section, we compare all our models and baselines under the default choice of each prompt component.

Results. Figure 1 shows how the different LLMs perform with regard to EF1, MNW, and MUW approxima-
tions. In plots (a), (b), and (c), the powerful models are compared to the traditional fair division algorithms
(baselines). Out of the three LLMs, Claude is clearly the best performer in all three fairness metrics. Ad-
ditionally, Claude is even competitive with the traditional algorithms: in EF1 approximation, it is better
than MUW, and in MUW approximation, it is better than Round Robin and comparable to MNW.

The other models, GPT and Gemini, are less impressive. While GPT is competitive with MUW in
EF1 approximation, it achieves a much worse Nash and utilitarian welfare when looking at large instances.
Gemini achieves a similarly poor welfare approximation while performing even worse than MUW in EF1
approximation.

5For GPT and Gemini, we use an in-built feature to restrict their output to the JSON schema. For Claude (and one Spliddit
instance with 5 agents and 96 goods for which Gemini rejected the schema for being too long), we simply requested the models
to follow the schema as part of the prompt, which they do very well.
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Figure 1: Comparison of models using the default prompt with m = 5n.

Figure 1 (d)-(f) compare the three stronger models to their weaker counterparts. For the large instances,
the stronger models unsurprisingly performed better in all metrics for Claude and GPT, but for Gemini,
the stronger model achieves higher welfare at the cost of a lower EF1 approximation than the weaker model.

Figure 2 shows the results for Spliddit instances, where we largely see the same patterns emerging.
Claude is the dominant model outperforming GPT and Gemini in all metrics, except for GPT being
better in EF1 approximation when n ⩾ 5, but n ⩾ 5 captures only 2.2% of all Spliddit instances.

A stark contrast between synthetic data and real Spliddit data is observed in the performance of the
MUW algorithm: it achieves significantly worse approximations of EF1 and MNW on Spliddit data com-
pared to similarly-sized synthetic data. This tension between fairness and efficiency in Spliddit data may
explain Claude’s performance: it still outperforms MUW on EF1 and MNW approximations, but now this
comes at a somewhat more noticeable cost in MUW approximation (≈ 95% on Spliddit data as opposed to
≈ 99% on synthetic data).

Takeaway. The main takeaway is that LLMs are not yet ready to replace the state-of-the-art Maximum Nash
Welfare algorithm; maximizing the Nash welfare still yields the best trade-off between fairness (exact EF1)
and efficiency (exact MNW and near-perfect MUW). But the best of the three models, namely Claude, is
clearly allocating goods intelligently, offering a better fairness-efficiency trade-off than MUW and achieving
higher utilitarian welfare than Round Robin at the cost of EF1 and Nash approximations. GPT and Gemini,
on the other hand, perform worse than Round Robin, and similar to or worse than MUW, across all three
metrics.

In subsequent experiments, we use these results as a baseline to examine how the three models react to
variations in prompt design.
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Figure 2: Comparison of models using the default prompt with the Spliddit instances.

4 Does the Allocation Context Matter?

In this section, we examine whether the context of the allocation—be it abstract objects allocated to people,
heirlooms divided among siblings following a parent’s death, or machines distributed among corporate
teams—affects how LLMs chart the fairness-efficiency tradeoff.

Results. As shown in Figure 3 with EF1, MNW, and MUW approximations for synthetic data, and Figure 4
for Spliddit data, the context makes no noticeable impact on the performance of any of the three models
under any of the three metrics. The only exception is that for synthetic data, the Sibling/Heirloom context
seems to be slightly improving the EF1 and MNW approximations of Gemini and Claude.

Takeaway. As mentioned in Section 1, LLMs have a unique ability to understand the context of a fair
division problem in ways that traditional algorithms cannot. However, our results show that at least a
one-line context description along with a relabeling of agents and goods does not sufficiently impact how
(the most powerful) LLMs allocate goods or perceive fairness. Whether an in-depth context description
influences the models remains to be seen; see Section 7 for a discussion.

5 Does the Preference Framing Matter?

In this section, we test providing the preferences one agent at a time (Person/Object) versus one good
at a time (Object/Person). This simply transposes the valuation matrix, which does not affect traditional
algorithms’ ability to access the values, but it may affect how an LLM interprets the preference data (just as
it might affect a human too, at least in larger instances).

Results. For synthetic data (Figure 5), Claude and Gemini both appear to weakly improve in all three
metrics—both slightly in EF1, both more noticeably in MNW, and Gemini significantly in MUW (Claude
is near-perfect in MUW in either case)—when utilities are grouped by object (Object/Person).

GPT tells a different story: the Object/Person framing slightly increases MUW approximation, and

9



2 3 4 5 6 7 8

Number of agents (n)

0.6

0.7

0.8

0.9

1.0
E

F1
A

px

Person/Object
Sibling/Heirloom
Team/Machine

(a) EF1 apx., GPT

2 3 4 5 6 7 8

Number of agents (n)

0.7

0.8

0.9

1.0

E
F1

A
px

Person/Object
Sibling/Heirloom
Team/Machine

(b) EF1 apx., Claude

2 3 4 5 6 7 8

Number of agents (n)

0.5

0.6

0.7

0.8

0.9

E
F1

A
px

Person/Object
Sibling/Heirloom
Team/Machine

(c) EF1 apx., Gemini

2 3 4 5 6 7 8

Number of agents (n)

0.80

0.85

0.90

0.95

M
N

W
A

px

Person/Object
Sibling/Heirloom
Team/Machine

(d) MNW apx., GPT

2 3 4 5 6 7 8

Number of agents (n)

0.88

0.90

0.92

0.94

0.96

0.98

M
N

W
A

px

Person/Object
Sibling/Heirloom
Team/Machine

(e) MNW apx., Claude

2 3 4 5 6 7 8

Number of agents (n)

0.75

0.80

0.85

0.90

0.95

M
N

W
A

px

Person/Object
Sibling/Heirloom
Team/Machine

(f) MNW apx., Gemini

2 3 4 5 6 7 8

Number of agents (n)

0.88

0.90

0.92

0.94

0.96

M
U

W
A

px

Person/Object
Sibling/Heirloom
Team/Machine

(g) MUW apx., GPT

2 3 4 5 6 7 8

Number of agents (n)

0.982

0.984

0.986

0.988

0.990

0.992

M
U

W
A

px

Person/Object
Sibling/Heirloom
Team/Machine

(h) MUW apx., Claude

2 3 4 5 6 7 8

Number of agents (n)

0.88

0.90

0.92

0.94

0.96

0.98

M
U

W
A

px

Person/Object
Sibling/Heirloom
Team/Machine

(i) MUW apx., Gemini

Figure 3: Comparison of models based on varying context with m = 5n.

achieves roughly the same MNW approximation, but causes a notable decrease in the EF1 approximation
(fairness).

For Spliddit data (Figure 6), the differences are much less pronounced, with the exception that the
Person/Object framing slightly improves the EF1 and MNW approximations of Claude and Gemini on
larger instances.

Takeaway. The utilitarian welfare of all models improves when preferences are grouped by object; this
makes sense because utilitarian welfare is maximized by allocating each object to the person who values
it the most, which is easier to look up under the Object/Person framing. It is somewhat surprising that
this framing also improves fairness of Claude and Gemini in synthetic data, even though it may make
the agent-wise consideration required for fairness more difficult, but the effect sizes are very small and not
observed on Spliddit data.
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(f) MNW apx., Gemini
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Figure 4: Comparison of models based on varying context with the Spliddit instances.
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Figure 5: Comparison of models under different input valuation framings with m = 5n.

6 Steer LLMs or Let Them Be Free?

In this section, we compare asking the LLMs to achieve specific desiderata (EF1/MNW/MUW) as opposed
to simply asking them to allocate “fairly”.

Results. Figure 7 compares the default prompt to the EF1/MNW/MUW-guided prompts separately for each
model based on for synthetic data. Figure 8 does the same for Spliddit data.

For Claude, the MUW prompt achieves a slightly higher MUW approximation than the default prompt,
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Figure 6: Comparison of models under different input valuation framings with Spliddit instances.
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(d) MNW apx., GPT
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Figure 7: Comparison of models based on varying goals with m = 5n.

but at a noticeable loss in fairness. Given that the MUW approximation was 99% to begin with, the trade-off
offered is not worth it. The EF1 and MNW prompts only degrade the MUW approximation without offering
significant (or any) improvement in EF1 or MNW approximations.

Gemini concurs: the default prompt is undefeated in each of the three metrics, with the other prompts
having either no difference or negative impact on performance up to statistical significance.

GPT seems a bit better at following the specified goal. The EF1 prompt leads to a significant improve-
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(f) MNW apx., Gemini
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Figure 8: Comparison of models based on varying goals with the Spliddit instances.

ment in EF1 approximation but at a significant cost to welfare approximations. Similarly, the MUW prompt
leads to a better MUW approximation (although it was high to begin with) but at a significant cost to the
EF1 approximation.

Takeaway. For Claude and Gemini, the takeaway is simple: the default prompt, which lets the models
freely interpret how they wish to “optimize for fairness”, is the best. When using GPT, one may wish to
guide it to explicitly seek EF1, if improved fairness is worth the cost of reduced efficiency, but letting the
model freely interpret fairness also provides a compelling trade-off.

7 Discussion

While our work charts a rather large experimental landscape, it represents merely the tip of the iceberg in the
exploration of LLM applications in fair division, let alone in the comprehensive evaluation of their fairness.
There are many directions in which one can deepen our investigation.

Prompt engineering. While we experimented with different designs of a few components of our base
prompt, the possibilities of prompt engineering are vast, ranging from a mere reordering of the components
to testing entirely novel task and goal descriptions. This requires an in-depth systematic study.
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Task generalization. We limited our attention to the allocation of indivisible goods under additive valua-
tions. Do our observations generalize to other fair division tasks, such as allocation of divisible goods, chore
division, allocation under feasibility constraints, or allocating to agents with non-additive valuations? These
tasks are notably more difficult, even for traditional algorithms, but that is precisely what may allow LLMs
to be more competitive with traditional algorithms.

Better fairness evaluation. Our use of EF1, MNW, and MUW approximations are only proxy criteria;
after all, if that is all that we care about, traditional algorithms already offer appealing trade-offs. The true
power of LLMs lie in their unique sociotechnical understanding of fairness, so their efficacy must also be
evaluated by human subjects (or, perhaps, other LLMs).

Leveraging contextual understanding. In Section 4, we found that a mere one-line description of the
context does not significantly alter LLMs’ behavior, but this may change if more context is provided. For
example, an LLM performing inheritance division may lean towards optimizing fairness if there is a his-
tory of rivalry between the siblings, but optimizing efficiency if their relationships are largely harmonious.
One can also follow the “generative social choice” style approach Fish et al. [2024]; Bakker et al. [2022],
whereby LLM’s contextual understanding is used to shape the problem instance (e.g., by detecting likely
substitutes and complements among the goods based on their descriptions or likely cases of human error in
providing valuations), but a traditional algorithm is used thereafter to hammer out the allocation, thereby
achieving the best of both worlds.
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models or designing new models, which somewhat limits the ethical risks involved. That said, we have
acknowledged a number of limitations of our fairness evaluation methodology in Section 7, which raises the
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Appendix

A Prompts

To reiterate on the discussion of our experiments in Section 2, in total, our experiments involved 14 unique
prompts, broken down as follows:

• 1 Default prompt: These formed the skeleton of all subsequent prompts, in this prompt, we referred
to the agents and goods as “People” and “Objects” respectively. We presented agents’ utilities to the
LLM grouped by person, and we simply instructed the LLM to find the fairest allocation possible,
leaving it up to each model to decide what “fairness” entailed.

• 2 Context prompts: In these prompts, we changed the context of the fair division scenario. We changed
the names of the agents and goods to “Siblings” and “Heirlooms”, and to “Teams” and “Machines”
respectively. The preference framing, and fairness instructions remained the same as the default
prompt.

• 1 Framing prompt: This prompt presented the agents’ preferences grouped by object instead of by
person. The prompts used the default context of decribing the agents and goods as “People” and
“Objects”, and simply instructed the LLM to find the fairest allocation possible.

• 3 Reasoning prompts: These prompts specifically asked the LLMs to find allocations that satisfied
certain fairness criteria. Instead of simply asking the LLM to find the fairest allocation possible,
these prompts receptively described EF1, MNW, and MUW, and asked the LLM to ensure fairness
by satisfying that criteria. These prompts used the default context of “People” and “Objects”, and
used the default preference framing where agents’ preferences were presented to the LLM grouped
by person.

• For each of the above 7 prompts, 2 copies of that prompt were needed for both the synthetic and
the Spliddit.org data. This is due to the fact that the synthetic data was drawn from an i.i.d.
distribution with each utility value ranging from 0 to 10. While the Spliddit.org data did not have
a strict upper-bound on each individual utility value, but rather had an upper-bound of 1000 for the
sum of a single agent’s utilities. For each synthetic data prompt, the corresponding Spliddit.org
prompt was identical except for the fact that the preference description was described to the LLM to
match this change.

All the prompts that were used can be broken down into the following sections:

<Opening Paragraph>: Explains the context of the problem, lists the
number of agents and goods involved, and the structure in which
utilities are assigned to the goods.

↪→

↪→

<Introducing Utilities>: Explains the framing of the utilities, then
lists the utilities of each agent according to the framing
technique being used.

↪→

↪→
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<Fairness Explanation>: If the LLM is being instructed to follow a
specific fairness definition, it will be explained here. Otherwise,
the LLM will simply be instructed to find the fairest allocation
possible.

↪→

↪→

↪→

<JSON Formatting Instructions>: Instructs the LLM how to format their
response, and provides a JSON template to follow.↪→

<Closing Statement>: Reiterates the goals of the prompt (either finding
a specific fairness criteria, or finding the fairest allocation
possible).

↪→

↪→

A.1 Opening Paragraph

For all synthetic experiments that use the default context, describing the agents as “People” and the goods
as “Objects”, the opening paragraph is as follows:

Your task is to fairly allocate {m} objects between {n} people.
Each person was asked to assign each object a score between 0
and 10 that represents their subjective value for that object,
with a higher score representing a greater desire to receive
that object.

↪→

↪→

↪→

↪→

For prompts with different context, the opening paragraph is changed to reflect the different storyline
that the additional context is portraying

For the Sibling/Heirloom context, the opening paragraph is as follows:

Your task is to fairly allocate {m} family heirlooms between {n}
siblings after the recent death of their father. Each sibling
was asked to assign each heirloom a score between 0 and 10 that
represents their subjective value for that heirloom, with a
higher score representing a greater desire to receive that
heirloom.

↪→

↪→

↪→

↪→

↪→

For the Team/Machine context, the opening paragraph is as follows:

Your task is to fairly allocate {m} machines between {n} teams in
an engineering firm. Each team was asked to assign each machine
a score between 0 and 10 that represents how helpful that
machine would be to them in their day-to-day operations, with a
higher score representing a greater value for that machine.

↪→

↪→

↪→

↪→

For all prompts run against Spliddit.org data, the opening paragraph was changed slightly to reflect
the difference in utilities for that dataset.

Your task is to fairly allocate {m} objects between {n} people.
Each person was asked to assign each object a score that
represents their subjective value for that object, with a
higher score representing a greater desire to receive that
object. For each person, the sum of all the scores they
assigned will equal 1000.

↪→

↪→

↪→

↪→

↪→
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A.2 Introducing Utilities

For all prompts that used the default style of preferences framing, where a list of utilities is provided for
each person, the Introducing Utilities paragraph is described as follows:

The scores that each person assigned to the objects are provided
below in the following format: Each person is labeled using
indices from 1 to {n} ("Person 1", "Person 2", etc.). For each
person, there is an associated list of length {m}. The nth
entry in this list will correspond to the score that person
assigned to the nth object.

↪→

↪→

↪→

↪→

↪→

-----SCORES-----
Person 1: [1, 0, ...] // m values
Person 2: [2, 5, ...] // m values
...
Person {n}: [4, 9, ...] // m values
-----END OF SCORES-----

For each prompt that uses different context, the names of “person” and “object” were changed to reflect
this context (to either “sibling” and “heirloom”, or to “team”, and “machine”).

For the prompts that use the alternate style of preferences framing, where a list of utilities is provided
for each object, the Introducing Utilities paragraph is described as follows:

The scores that each person assigned to the objects are provided
below in the following format: Each person is labeled using
indices from 1 to {n} ("Person 1", "Person 2", etc.). For each
person, there is an associated list of length {m}. The nth
entry in this list will correspond to the score that person
assigned to the nth object.

↪→

↪→

↪→

↪→

↪→

-----SCORES-----
Object 1: [1, 0, ...] // n values
Object 2: [2, 5, ...] // n values
...
Object {m}: [4, 9, ...] // n values
-----END OF SCORES-----

A.3 Fairness Explanation

For all prompts that do not ask for a specific definition of fairness, the Fairness Explanation paragraph
simply tells the LLM to find the fairest allocation possible:

Using the people's scores, you should allocate the objects to the
people in the fairest way possible.↪→

Again, in the prompts with different contexts, “person/people” and “object” were changed to reflect this
context.
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For the prompts that specifically instruct the LLM to find an allocation that is EF1/MNW/MUW, the
Fairness Explanation paragraph provides a formal description of that fairness property.

For EF1, the paragraph is as follows:

You should make the allocation fair by ensuring that it meets the
fairness criteria of "Envy-Freeness Up to 1 Good (EF1)". An
allocation is EF1 if no person would rather have another
person's bundle of objects over their own bundle after removing
some object from that other person's bundle.

↪→

↪→

↪→

↪→

Formally, for any set $S$ of the objects, and any $i \in
\{1,\dots,{n}\}$, we say that $v_i(S)$ is person $i$'s score
for that set, derived by summing person $i$'s score for each
object in $S$. For each person $i$, let $A_i$ be the set of
objects assigned to person $i$ in an allocation $A$. An
allocation $A$ is EF1 if for every person $i$ and person $j$
with $A_j \neq \emptyset$, there exists an object $o \in A_j$
such that $v_i(A_i) \geq v_i(A_j \setminus \{o\})$.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

For MNW, the paragraph is as follows:

You should make the allocation fair by ensuring that it is an
allocation with Maximum Nash Welfare. An allocation has Maximum
Nash Welfare if it maximizes the product of all the people's
scores for their bundles of objects.

↪→

↪→

↪→

Formally, for any set $S$ of the objects, and any $i \in
\{1,\dots,{n}\}$, we say that $v_i(S)$ is person $i$'s score
for that set, derived by summing person $i$'s score for each
object in $S$. For each person $i$, let $A_i$ be the set of
objects assigned to person $i$ in an allocation $A$. The Nash
Welfare of an allocation $A$ is the value $\prod_{i \in
\{1,\dots,{n}\}}{v_i(A_i)}$, i.e., it is derived by multiplying
together $v_i(A_i)$ for all people $i$. An allocation $A$
maximizes Nash Welfare if its Nash Welfare is the largest
possible among all ways to allocate the objects.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

For MUW, the paragraph is as follows:

You should make the allocation fair by ensuring that it is an
allocation with Maximum Utilitarian Welfare. An allocation has
Maximum Utilitarian Welfare if it maximizes the sum of all the
people's scores for their assigned sets of objects.

↪→

↪→

↪→
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Formally, for any set $S$ of the objects, and any $i \in
\{1,\dots,{n}\}$, we say that $v_i(S)$ is person $i$'s score
for that set, derived by summing person $i$'s score for each
object in $S$. For each person $i$, let $A_i$ be the set of
objects assigned to person $i$ in an allocation $A$. The
Utilitarian Welfare of an allocation $A$ is the value $\sum_{i
\in \{1,\dots,{n}\}}{v_i(A_i)}$, i.e., it is derived by summing
$v_i(A_i)$ for all people $i$. An allocation $A$ maximizes
Utilitarian Welfare if its Utilitarian Welfare is the largest
possible among all ways to allocate the objects.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

A.4 JSON Formatting Instructions

The paragraph that instructs the LLMs how to format their responses varies slightly based on which prefer-
ence framing was used in the prompt. For prompts that provide preferences to the LLM grouped by people,
the JSON Formatting Instructions paragraph is as follows:

Included below is a json template indicating how your response
should be formatted. Please format your response EXACTLY
according to the following json template. DO NOT respond with
any additional text or reasoning about your decision. The json
template requires that for each object, a single person be
specified to receive that object. The person should be
specified using their index ranging from 1 to {n}.

↪→

↪→

↪→

↪→

↪→

↪→

-----JSON TEMPLATE-----
{"Object 1": "index (from 1 to {n})", "Object 2": "index (from 1 to

{n})", ..., "Object {m}":"index (from 1 to {n})"}↪→

-----END OF JSON TEMPLATE-----

Again, in the prompts with different contexts, the words “person” and “object” were changed to reflect
this context.

For the prompts that provide preferences grouped by objects, the paragraph is slightly changed to better
explain to the LLM which index corresponds to which person:

Using the people's scores, you should allocate the objects to the
people in the fairest way possible. Included below is a json
template indicating how your response should be formatted.
Please format your response EXACTLY according to the following
json template. DO NOT respond with any additional text or
reasoning about your decision. The json template requires that
for each object, a single person be specified to receive that
object. The person should be specified using their index
ranging from 1 to {n}, corresponding to their position in the
above scores lists.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

-----JSON TEMPLATE-----
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{"Object 1": "index (from 1 to {n})", "Object 2": "index (from 1 to
{n})", ..., "Object {m}":"index (from 1 to {n})"}↪→

-----END OF JSON TEMPLATE-----

A.5 Closing Statement

For the closing statement, all prompts that do not ask the LLM to find a specific fairness criteria simply state
the following:

Remember, your goal is to allocate these objects in the fairest way
possible.↪→

Again, in the prompts with different contexts, the words “person” and “object” were changed to reflect
this context.

For the prompts that specify certain fairness criteria, the prompt reminds the LLM that fairness means
finding that criteria.

For the EF1 prompt:

Remember, your goal is to make the allocation that you respond with
fair by ensuring that it is EF1.↪→

For the MNW prompt:

Remember, your goal is to make the allocation that you respond with
fair by ensuring that it maximizes Nash Welfare.↪→

For the MUW prompt:

Remember, your goal is to make the allocation that you respond with
fair by ensuring that it maximizes Utilitarian Welfare.↪→

A.6 A Complete Example of the Base Prompt

The following is the complete base prompt (using the default choice for each component) for the synthetic
experiments, formatted to run on an example instance with 3 agents and 6 goods:
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Your task is to fairly allocate 6 objects between 3 people. Each
person was asked to assign each object a score between 0 and 10
that represents their subjective value for that object, with a
higher score representing a greater desire to receive that
object.

↪→

↪→

↪→

↪→

The scores that each person assigned to the objects are provided
below in the following format: Each person is labeled using
indices from 1 to 3 ("Person 1", "Person 2", etc.). For each
person, there is an associated list of length 6. The nth entry
in this list will correspond to the score that person assigned
to the nth object.

↪→

↪→

↪→

↪→

↪→

-----SCORES-----
Person 1: [1, 5, 7, 3, 4, 0]
Person 2: [5, 9, 1, 6, 3, 3]
Person 3: [8, 0, 2, 1, 5, 4]
-----END OF SCORES-----

Using the people's scores, you should allocate the objects to the
people in the fairest way possible. Included below is a json
template indicating how your response should be formatted.
Please format your response EXACTLY according to the following
json template. DO NOT respond with any additional text or
reasoning about your decision. The json template requires that
for each object, a single person be specified to receive that
object. The person should be specified using their index
ranging from 1 to 3.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

-----JSON TEMPLATE-----
{"Object 1": "index (from 1 to 3)", "Object 2": "index (from 1 to

3)", "Object 3": "index (from 1 to 3)", "Object 4": "index
(from 1 to 3)", "Object 5": "index (from 1 to 3)", "Object 6":
"index (from 1 to 3)"}

↪→

↪→

↪→

-----END OF JSON TEMPLATE-----

Remember, your goal is to allocate these objects in the fairest way
possible.↪→
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B Technical Experiment Details

In Tables 3 and 4, we highlight the number of input and output tokens required for each model to run the the
default prompt experiments against the synthetic data. In Tables 5 and 6, we show the tokens required for
running the default prompt experiments against the Spliddit.org data. The other experiments (Context,
Framing, and Reasoning prompts) took roughly the same order of tokens.

n 2 3 4 5 6 7 8

GPT 120400 160200 206000 257800 315600 379400 449200
Gemini 100375 132821 171450 216271 267261 324443 387870
Claude 105600 137600 175600 219600 269600 325600 387600

Table 3: Number of input tokens required to run 200 tests for n agent, 5n goods synthetic instances

n 2 3 4 5 6 7 8

GPT 12414 18510 24416 30418 36422 42498 48467
Gemini 16195 25186 34203 43328 52151 61592 70672
Claude 16718 24618 32686 40812 48726 56819 66841

Table 4: Number of output tokens required to run 200 tests for n agent, 5n goods synthetic instances

n 2 3 4 ⩾ 5

GPT 601695 1676071 71220 83306
Gemini 547436 1541500 64450 78832
Claude 558487 1539268 64084 74976

Table 5: Number of input tokens required to run tests for one round of tests on the Spliddit.org instances

n 2 3 4 ⩾ 5

GPT 39079 121541 6073 7106
Gemini 48828 153333 8004 9558
Claude 52583 163051 8144 9486

Table 6: Number of output tokens required to run tests for one round of tests on the Spliddit.org instances
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C Additional Criteria

In this section, we discuss two fairness criteria alternative to the EF1 approximation we used throughout the
paper; in Appendix D.1, we show that they produce qualitatively the same results as EF1 approximation.

Definition 3 (EF Approximation). The envy-freeness (EF) approximation of an allocation A is the largest
value α ∈ [0, 1] for which vi(Ai) ⩾ α · vi(Aj) for all i, j ∈ N . An allocation with an EF approximation of
1 is simply called EF.

The indivisibility of goods often makes envy-free allocations impossible; for example, when dividing a
single good between two agents, only 0-EF allocations exist. This is why EF1 and its approximations are
more commonly used with indivisible goods.

A weaker fairness notion than EF is proportionality (Prop), which demands that each agent receive
utility that is at least 1/n of their total value for all the goods combined. We also use the approximation of its
attainable relaxation, Prop1 Conitzer et al. [2017], as a fairness metric in our evaluation.

Definition 4 (Prop1 Approximation). The proportionality up to one good (Prop1) approximation of an
allocation A is the largest value α ∈ [0, 1] such that, for all i ∈ N with Ai ̸= M , there exists a good
g ∈ M \Ai such that

vi(Ai ∪ {g}) ⩾ α · 1
n
vi(M).

An allocation with a Prop1 approximation of 1 is simply called Prop1.

For any allocation, it is easy to see that its EF approximation is at most as large as its EF1 approximation,
which is at most as large as its Prop1 approximation. The former relation is trivial, and a short proof of the
latter is provided below.

Proposition 1. The EF1 approximation of any allocation is at most as large as its Prop1 approximation.

Proof. Consider any allocation A and let α be its EF1 approximation. Then, by the definition of EF1
approximation, we have that for all i, j ∈ N with Aj ̸= ∅, there exists a good gj ∈ Aj such that

vi(Ai) ⩾ α · vi(Aj \ {gj}). (1)

Let g∗ ∈ argmaxj∈N :Aj ̸=∅ vi(gj) be agent i’s most valuable good among all such gj’s. Then, for all
j ∈ N ,

vi(Ai ∪ {g∗}) ⩾ vi(Ai) + α · vi(g∗) ⩾ α · vi(Aj),

where the last inequality holds trivially if Aj = ∅ and from Equation (1) otherwise.
Averaging over all j ∈ N , we get

vi(Ai ∪ {g∗}) ⩾ α

n
· vi(M),

which means the Prop1 approximation of A is at least as large as α, as desired.
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D Additional Plots for Stronger Models

D.1 EF and Prop1 Approximations
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(a) EF, Stronger vs Weaker Models
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(b) Prop1, Stronger vs Weaker Models
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(c) EF, Models vs Algorithms
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(d) Prop1, Models vs Algorithms

Figure 9: Comparison of stronger and weaker models using the default prompt with the Spliddit instances.
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(a) EF apx., Models vs Algorithms
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(b) Prop1 apx., Models vs Algorithms
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(c) EF apx., Stronger vs Weaker Models
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els

Figure 10: Comparison of models using the default prompt with m = 5n.
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E Additional Plots for Smaller Models

In this section, we present a series of results for the smaller versions of each LLM model that our main exper-
iments were conducted on. Namely, gpt-4o-mini, claude-3-haiku-20240307, and gemini-1.5-flash.
We ran the smaller model tests for instances of size n ∈ {2, . . . , 8} and m ∈ {n, 2n, 3n, 4n, 5n}. We present
the most interesting subset of those experiments here.
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Weaker Models vs Algorithms, Default Prompts
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(a) EF1, Models vs Algs., m = n
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(b) MNW, Models vs Algs., m = n
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(c) MUW, Models vs Algs., m = n
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(d) EF1, Models vs Algs., m = 2n
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(e) MNW, Models vs Algs., m = 2n
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(f) MUW, Models vs Algs., m = 2n
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(g) EF1, Models vs Algs., m = 3n
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(h) MNW, Models vs Algs., m = 3n
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(i) MUW, Models vs Algs., m = 3n
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(j) EF1, Models vs Algs., m = 4n
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(k) MNW, Models vs Algs., m = 4n
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(l) MUW, Models vs Algs., m = 4n
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(m) EF1, Models vs Algs., m = 5n
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(n) MNW, Models vs Algs., m = 5n
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(o) MUW, Models vs Algs., m = 5n

Figure 11: Comparison of weaker models with algorithms using the default prompt with m ∈ {n, 2n, . . . , 5n}.28



Weaker Models, Varying Input Valuation Framing

2 3 4 5 6 7 8

Number of agents (n)

0.2

0.4

0.6

0.8

1.0

E
F1

A
px

gpt 4o mini Per/Obj
gpt 4o mini Obj/Per
claude 3 haiku Per/Obj
claude 3 haiku Obj/Per
gemini 1.5 flash Per/Obj
gemini 1.5 flash Obj/Per

(a) EF1, m = n
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(b) MNW, m = n
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(c) MUW, m = n
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(d) EF1, m = 2n
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(e) MNW, m = 2n
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(f) MUW, m = 2n
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(g) EF1, m = 3n
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(h) MNW, m = 3n
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Figure 12: Comparison of weaker models under different input valuation framings with m ∈ {n, 2n, . . . , 5n}.29



Weaker Models, Varying Context, m = 5n

Similar to the observations with the stronger models Section 4, for the weaker LLMs, the impact of context
variation is still very small, but the Team/Machine context now consistently performs slightly worse in
welfare approximations, indicating that at least some models adapt their behavior to the context on hand.
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Figure 13: Comparison of weaker models based on varying context with m = 5n.
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Weaker Models, Varying Context, m = 3n
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Figure 14: Comparison of weaker models based on varying context with m = 3n.
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Weaker Models, Varying Context, m = n
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Figure 15: Comparison of weaker models based on varying context with m = n.
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Weaker Models, Varying Goals, m = 5n
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Figure 16: Comparison of weaker models based on varying goals with m = 5n.
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Weaker Models, Varying Goals, m = 3n
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Figure 17: Comparison of weaker models based on varying goals with m = 3n.
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Weaker Models, Varying Goals, m = n
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Figure 18: Comparison of weaker models based on varying goals with m = n.

E.1 Smaller LLMs for Fair Division

Results By and large, the smaller LLMs do not perform as well as their larger counterparts, but the larger
number of instances provide some interesting trends that could not be observed only by looking at m = 5n
cases.

One of the most interesting trends in these experiments is the difference between the patterns that appear
in the m = n plots. In these plots, GPT achieves near-perfect EF1 approximations, while Claude and
Gemini achieve relatively poor EF1 approximation in comparison. When there are n agents and m objects,
achieving EF1 corresponds exactly to ensuring that each agent receives at least one good (ignoring a few
edge cases regarding 0 utilities). This indicates that GPT is much better, or more willing, to perfectly match
goods to agents in this case.
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F A Closer Look at Efficiency vs Fairness

In this section, we conduct an additional experiment in which we more closely examine the behavior of the
LLMs in a more controlled environment.

Model (Prompt) / x 1 2 3 4 5 6 7 8 9 10

Claude 1.00 0.22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Claude (EF1) 1.00 0.76 0.08 0.04 0.10 0.12 0.00 0.06 0.06 0.14

Claude (MUW) 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Gemini 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Gemini (EF1) 1.00 0.94 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.08

Gemini (MUW) 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

GPT 1.00 0.90 0.54 0.76 0.68 0.54 0.32 0.32 0.40 0.16

GPT (EF1) 1.00 0.96 0.92 0.94 0.94 0.92 0.88 0.98 0.92 0.88

GPT (MUW) 1.00 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 7: Percentage of each test case that is balanced as Agent 1’s utilty equals 1, and Agent 2’s utility increases

1 2 3 4 5 6 7 8 9 10

1 1.00 0.90 0.54 0.76 0.68 0.54 0.32 0.32 0.40 0.16

2 0.98 1.00 0.98 0.94 0.96 0.90 0.80 0.74 0.42 0.60

3 0.90 0.94 1.00 1.00 1.00 0.96 0.90 0.84 0.90 0.84

4 0.82 0.94 0.98 1.00 0.98 0.96 0.90 0.96 0.94 0.90

5 0.70 0.70 0.92 0.98 1.00 0.98 0.96 1.00 0.94 0.98

6 0.72 0.76 0.94 0.98 1.00 1.00 0.98 1.00 0.96 0.94

7 0.46 0.56 0.80 0.96 0.98 1.00 1.00 1.00 0.96 0.94

8 0.52 0.36 0.64 0.92 1.00 1.00 1.00 1.00 1.00 1.00

9 0.54 0.62 0.80 0.94 0.98 1.00 0.98 1.00 1.00 1.00

10 0.24 0.48 0.56 0.90 0.90 0.96 0.98 1.00 1.00 1.00

Table 8: GPT Default Prompt percentage of balanced instances as utilities vary for both agents

F.1 Experimental Setup

For each x ∈ {1, . . . , 10}, we prompted the models 50 times on an instance with 2 agents and 2 goods,
where Agent 1 had a utility of 1 for both of the 2 goods, and Agent 2 had a utility of x for both goods. The
goal for this set of experiments was to create a controlled environment where finding the “correct” way to
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1 2 3 4 5 6 7 8 9 10

1 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

2 1.00 1.00 0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00

3 0.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00

4 0.00 0.62 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00

5 0.00 0.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00

6 0.00 0.00 0.00 1.00 1.00 1.00 1.00 0.18 0.06 0.08

7 0.00 0.00 0.00 0.00 1.00 1.00 1.00 1.00 0.24 0.30

8 0.00 0.00 0.00 0.00 0.30 1.00 1.00 1.00 1.00 0.94

9 0.00 0.00 0.00 0.00 0.00 0.56 1.00 1.00 1.00 1.00

10 0.00 0.00 0.00 0.00 0.00 0.58 0.96 1.00 1.00 1.00

Table 9: Gemini Default Prompt percentage of balanced instances as utilities vary for both agents

1 2 3 4 5 6 7 8 9 10

1 1.00 0.22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

2 0.20 1.00 0.12 0.08 0.02 0.02 0.02 0.04 0.02 0.00

3 0.10 0.92 1.00 0.20 0.12 0.02 0.00 0.10 0.04 0.26

4 0.02 0.34 0.98 1.00 0.94 0.12 0.02 0.06 0.06 0.28

5 0.00 0.02 0.70 0.84 1.00 0.96 0.72 0.50 0.38 0.60

6 0.00 0.02 0.12 0.86 1.00 1.00 0.96 0.96 0.40 0.98

7 0.00 0.00 0.02 0.52 0.98 1.00 1.00 1.00 1.00 1.00

8 0.00 0.00 0.00 0.26 0.70 0.98 1.00 1.00 1.00 1.00

9 0.00 0.00 0.10 0.28 0.88 1.00 1.00 1.00 1.00 1.00

10 0.00 0.00 0.02 0.28 0.60 0.52 0.98 0.96 0.84 1.00

Table 10: Claude Default Prompt percentage of balanced instances as utilities vary for both agents

allocate the goods would be a trivial task, so the only deviation in the allocations returned by the models
would be due to changing definitions of fairness.

Consider the case when Agent 2 has a high utility value for both objects (x = 10). An allocator that is
focused on EF1 as a fairness criteria will make the allocation balanced, allocating one good to each agent.
In contrast, an allocator that is focused on high Utilitarian Welfare would allocate both goods to Agent 2.
For each x, we can observe how often each model returns a balanced allocation vs. an allocation where
both goods are given to Agent 2, and from that infer how different models interpret fairness, and how that
interpretation differs based on the prompt. Table 7 shows the results of these tests.

In addition, we perform a more detailed version of these experiments for the default prompt. For this
prompt, we not only let Agent 2’s utility for the 2 goods vary between 1 and 10, but also let Agent 1’s utilities
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vary between 1 and 10 as well, leading to us running 50 instances of each utility combination. These results
are shown in Table 8, Table 9, and Table 10.

Results. Table 7 shows the results of these experiments on the default prompt, EF1 reasoning prompt, and
MUW reasoning prompt for each model. We focus on these two reasoning prompts as this experiment is set
up to study the trade-offs between EF1 and MUW.

By observing the the default prompt for each model, one can more clearly start to see the differences in
how the LLMs view fairness. GPT appears to naturally aim for a balance between high Utilitarian Welfare
and EF1-style fairness. No matter the value of the agents’ utilities, GPT balanced the goods some percentage
of the time, with that percentage smoothly dropping off as Agent 2’s utility gets larger.

In contrast, Claude and Gemini seem to both heavily favor MUW as their default definition of “fair-
ness”. These two models always return a balanced allocation when the agents’ utilities are both 1, but as
soon as one agent has a higher utility than the other, the percentage of balanced allocations quickly drops to
zero, as the models show no hesitation to allocate both goods to the agent who scored them higher.

From looking at the results of the reasoning prompts, one can also see that in this controlled setting, it is
much easier to see how the models react to and understand the different fairness criteria they are presented
with. GPT shows a strong response to the reasoning prompts. When presented with the EF1 prompt, it is
notably more likely to provide a balanced allocation. When presented with the MUW prompt, GPT switches
to achieving near-perfect MUW on each instance.

Claude and Gemini also show responsiveness to the reasoning prompts, but they seem much weaker.
The EF1 prompt causes Gemini and Claude to expand the range of Agent 2’s preferences in which they
are willing to sacrifice fairness for Utilitarian welfare, but they still both revert to giving both goods to Agent
2 when their utilities are high enough. Since both these models were doing very close imitations of MUW
in the default query, we do not see much of a change for them when that prompt is applied.

Looking at Table 8, Table 9, and Table 10 help expand on the natural fairness-welfare trade-off the
different models are attempting to achieve by default. Again, GPT seems to be aiming for mostly balanced
allocations, with unbalancedness only creeping in at the extreme corners of the graph. The trend of Claude
and Geminimore favoring MUW allocations also holds, though the wider view we receive by letting Agent
1’s utility change paints a more nuanced picture. Gemini seem to allow slight deviations from MUW in
favor of fairness. If the two agents’ utilities differ by only 1 or 2 points, then Gemini will provide an
EF1 allocation, but as soon as the utility difference gets too large, it reverts to EF1. Claude on the other
hand seems to strongly favor MUW when agents have lower utility levels, but gets more willing to sacrifice
welfare for fairness when both agents have higher utility.

Takeaway. Through experiments in this controlled environment, we gain more insights into how the LLMs
interpret fairness, and how they are reacting to the different prompts. The results we observe here can help to
give intuition for several of the results that were observed in the large-scale experiments. One such example
is in the reasoning experiments of Figure 7. This can help explain why the EF1 prompt increases the EF1
approximation of GPT significantly, but does not increase the EF1 approximation of Gemini at all.

Of course, we cannot assume that all the trends that hold for such small instances will continue to hold
as instances grow larger and more complex, but these tests give us very easily interpretable insights that
could be used to better understand the thought process of LLMs.
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G Qualitative Analysis of Claude

For a small number of tests, we performed qualitative experiments where we asked the models to explain
why they chose the allocations that they did. In this section, we highlight on some responses given by
Claude-3.5-sonnet that particularly help shine light on behaviors that were observed in the previous
tests. We focus on Claude as it was the model that stood out as the top performer among all the models
that were tested, and understanding the nuances of its behavior seems like the most fruitful path for honing
in on the model/prompt combination that performs best at fair division.

We show Claude’s allocation for two instances below, both of which were presented to Claude with
the EF1 prompt.

The first instance has 3 agents and 15 goods, with the following valuations:

Agent 1: [7, 3, 10, 3, 2, 3, 6, 8, 6, 6, 10, 5, 8, 10, 10]
Agent 2: [4, 3, 9, 5, 9, 6, 8, 6, 9, 8, 3, 0, 1, 1, 1]
Agent 3: [9, 0, 8, 4, 6, 3, 1, 2, 3, 6, 8, 0, 0, 9, 7]

Figure 19 shows Claude’s response to this instance. This allocation was chosen because the MUW allo-
cation is not EF1, but the there is an EF1 allocation that achieves a very high MUW approximation. One
can observe that in the MUW allocation, Agent 3 only receives a single good, Object 1, causing it to feel
too much envy for the other agents. However, it is possible to reallocate only a few goods (such as Claude
does in its allocation) in such way to that EF1 is achieved without losing much welfare at all.

The second instance has 2 agents and 2 goods, with the following valuations:

Agent 1: [1, 1]
Agent 2: [10, 10]

Figure 20 shows Claude’s response to this instance. This allocation was chosen because the only ways to
achieve EF1 have very low MUW. The highest Utilitarian welfare is achieved by giving both goods to Agent
2, however, in order to achieve EF1, one good must be given to Agent 1.

Overall, from observing Claude’s reasoning in Figure 19, the model appears to be able to understand
and reason about EF1. It’s detailed description of the agents’ utilities for each other’s bundles include some
slight errors, but it clearly made an attempt to include a detailed sufficient conditions to verify that the
allocation it provided was EF1 as part of its response, and the allocation it returned was indeed EF1. Since
Claude seems to understand EF1, it makes the results in previous section, Table 7, seem puzzling. Even
on these incredibly simple prompts, Claude does not provide an EF1 allocation when requested if the two
agents’ utilities differ even slightly. As predicted by Table 7, when a EF1 prompt formatted with a two-
agent instance similar to the ones tested in Appendix F was given to Claude, it responded with the text
in Figure 20, where it allocated both goods to Agent 2, and attempted a lackluster explanation of why this
allocation was EF1. This behavior persisted through several replications.

This indicates that Claude’s failures to find EF1 allocations are not necessarily primarily caused by
an inability to understand EF1, or even to an inability to apply that understanding in order to find an EF1
allocation. Instead, Claude’s inability to consistently achieve EF1 seems like it stems from a refusal to
return an allocation with low Utilitarian Welfare. Claude appears to be the most promising model of the 3
we explored, however, it seems like a barrier to improving Claude’s EF1 performance would be forcing it
to avoid scenarios such as the one in Figure 20.
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Let me propose an allocation and explain why it satisfies EF1:

{"Object 1": "3", "Object 2": "1", "Object 3": "1", "Object 4":
"2", "Object 5": "2", "Object 6": "2", "Object 7": "2", "Object
8": "1", "Object 9": "2", "Object 10": "2", "Object 11": "3",
"Object 12": "1", "Object 13": "1", "Object 14": "3", "Object
15": "1"}

↪→

↪→

↪→

↪→

Explanation:
Let's check what each person receives and their valuations:

Person 1 receives objects 2,3,8,12,13,15
Their total value: 3+10+8+5+8+10 = 44

Person 2 receives objects 4,5,6,7,9,10
Their total value: 5+9+6+8+9+8 = 45

Person 3 receives objects 1,11,14
Their total value: 9+8+9 = 26

Let's verify this is EF1:

1. For Person 1:
- Values Person 2's bundle at: 5+9+6+8+9+8 = 45
- Values Person 3's bundle at: 9+10+10 = 29
After removing one item from others' bundles, Person 1 doesn't envy

them.↪→

2. For Person 2:
- Values Person 1's bundle at: 3+9+6+0+1+1 = 20
- Values Person 3's bundle at: 4+3+1 = 8
Person 2 doesn't envy others even without removing any items.

3. For Person 3:
- Values Person 1's bundle at: 0+8+2+0+0+7 = 17
- Values Person 2's bundle at: 4+6+3+1+3+6 = 23
After removing one highest-valued item from others' bundles, Person

3 doesn't envy them.↪→

This allocation satisfies EF1 as each person, after removing one
item from another's bundle, values their own bundle at least as
much as they value any other person's bundle.

↪→

↪→

Figure 19: A response from Claude when prompted with the EF1 prompt, formatted with an instance where an EF1
allocation exists with high Utilitarian Welfare
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Let me help allocate these objects in an EF1 way.

From the scores, we can see that:
- Person 1 values both objects at 1
- Person 2 values both objects at 10

Since Person 2 has much higher valuations for both objects
compared to Person 1, and values them equally, we can
achieve EF1 by giving both objects to Person 2.

↪→

↪→

This allocation is EF1 because:
1. Person 1 gets nothing, but has value 1 for each object.

After removing any one object from Person 2's bundle,
Person 1 would only envy the remaining object worth 1 to
them, which meets the EF1 criterion.

↪→

↪→

↪→

2. Person 2 gets both objects (total value 20 to them) and
therefore doesn't envy Person 1 who gets nothing.↪→

Here's the allocation in the required JSON format:

{"Object 1": "2", "Object 2": "2"}

This allocation is not only EF1 but actually achieves maximum
social welfare (sum of valuations) since Person 2 values
the objects much more highly than Person 1.

↪→

↪→

Figure 20: A response from Claudewhen prompted with the EF1 prompt, formatted with an instance with an instance
where no EF1 allocation has high Utilitarian Welfare

41


	Introduction
	Our Results
	Related Work

	Experimental Setup
	Fair Division Model
	Data
	Evaluation Criteria
	Baseline Algorithms
	Large Language Models
	Experiments and Prompts

	LLMs for Fair Division
	Does the Allocation Context Matter?
	Does the Preference Framing Matter?
	Steer LLMs or Let Them Be Free?
	Discussion
	Prompts
	Opening Paragraph
	Introducing Utilities
	Fairness Explanation
	JSON Formatting Instructions
	Closing Statement
	A Complete Example of the Base Prompt

	Technical Experiment Details
	Additional Criteria
	Additional Plots for Stronger Models
	EF and Prop1 Approximations

	Additional Plots for Smaller Models
	Smaller LLMs for Fair Division

	A Closer Look at Efficiency vs Fairness
	Experimental Setup

	Qualitative Analysis of Claude

