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ABSTRACT
Limited literacy and visual impairment reduce the ability of many to read on their own. Current e-reader solutions rely on either unnatural synthetic voices or professionally produced audio e-books. Neither provide the same enjoyment as having a family member read to a user, especially when the user requires assistive reading (following printed text while listening to it being read). Unfortunately, the support for non-commercial production of such e-books is limited and requires significant effort. We evaluate a novel, assistive mobile interaction technique that facilitates the recording of audio e-books and their synchronization with the read text. We show that a technique based on a finger tracking metaphor provides optimal support with respect to reading speed. These human-in-the-loop, adaptive techniques can now be used to reduce the content-creation burden that is associated with supporting those who cannot read on their own.
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MOTIVATION AND BACKGROUND
The increased digitization of media within our information-centric society leads to some segments of our population being left on the wrong side of the digital divide. The move towards online-only access to information about topics, such as health or finances, introduces barriers that reduce the ease with which many users can access information [11,43,52]. The vast amount of text-based media also reduces the ability of certain population segments to access the cultural knowledge and education that are paramount to their economic success [15]. The ones who are being left behind include those speaking highly-local and under-represented languages or dialect [55], those with limited literacy, or those with vision impairments [15,34,42,43]. In the United States, this accounts for approximately 15 percent of the population [15,27]. Technology could allow these people to gain better access to the programs and information that result in improved literacy [61] or social and economic benefits [45].

Identifying appropriate techniques for enabling members of these marginalized groups to interact with text will support improvements in the accessibility of text-based media for a variety of users across different contexts. Some might argue
that audio books, e-readers, screen-reading software, or e-book reading applications meet the needs of these people. This is partially true, in that these tools can support a number of accessibility and literacy needs through their use of speech synthesis to verbalize text or recordings of someone reading text. However, as detailed later, the experiences provided by existing technologies and their basic accessibility features fail to fully address users’ needs [30,38,43]. Furthermore, current solutions are rather expensive, often due to the substantial effort and technical requirements needed to produce accessible content [49] or the lack of infrastructure and tools on the part of volunteers who are willing to help produce accessible content [65]. As a result, audio-book and e-reader alternatives have been proposed. Some use customized hardware to read the text to low-vision adults [59]. Others allow people to record themselves reading a text for children (e.g., http://explore.hallmark.com/recording-storybooks/) or adults [4,5] who cannot access the text for a variety of reasons, such as the many languages that do not have computational resources available (as in recent work on audio books in local Indian dialects [55]). These technologies demand considerable effort on the part of a loved one, or they rely on often-inadequate synthetic speech as their output [30,68]. Few resources are formatted so that they can be read in their entirety by current e-readers [2,6,43] and few tools provide support for those with low-literacy [15], with the computational under-representation of highly-local languages or dialects [55] further hindering support for many in developing regions, such as India. Moreover, users find listening to speech synthesis tiring [13] because of the increased cognitive effort [43,47] that is required to process the impersonal [68], unnatural [35,68] (even for recent state-of-the-art systems [58]), and sometimes unintelligible speech [26,35]. While automatic text-to-speech (TTS) systems that produce natural voices are available [7], these are carefully fine-tuned and thus expensive.

Recording someone reading a text could alleviate the cognitive demand that speech synthesis places on a listener. This has the benefit (for the listener) of experiencing a sense of “togetherness” that is afforded by the voice of a family member [54], which is not yet possible even with the most natural TTS systems. Unfortunately, human-produced recordings and support materials take considerable effort, time, and money to develop [72]. Furthermore, technical barriers prevent the full alignment between the text and the recordings that are meant to enable information access for those who cannot read on their own [21]. This alignment of text with speech has been shown to benefit marginalized users (such as low-literacy adults) when trying to read e-texts, especially when accompanied by a moving prompt that shows the synchronization of text and speech [41,42]. While considerable progress has been made with respect to aligning a transcript from a known text to its accompanying audio, several challenges remain. Technological limitations and widespread human behaviours [29] (e.g., the use of fillers, self-correction, or filled pauses [29,37]), contribute to the 19% or higher error rates that accompany the use of standard alignment procedures [21]. Such error rates are at best distracting. At worst, they are mis-educative because they muddy the mapping between sounds and characters [67].

**The Socio-Technical Gap Motivating this Work**

The ability of audio books and e-readers to improve access to texts for many categories of marginalized users creates a need for appropriate applications and materials that can support these users. Targeted marginalized users include older adults who enjoy reading together with loved ones and those who have low-literacy, are visually-impaired, or speak under-represented local dialects. However, the cost and technical requirements of producing audio-synchronized e-book content for such categories of users, in an accessible format, represent a significant barrier. Fully automated solutions do not always produce adequate or adoptable results [57]. Yet, producing such content manually is a costly proposition. Thus, a hybrid solution is needed to facilitate the non-commercial production of audio-synchronized e-texts.

**Our Solution**

We propose a hybrid approach that uses human interactions to augment natural language processing algorithms so that we can better enable the creation of technologies that support those who cannot read on their own. Facilitating these content-creation processes should make e-books more accessible and affordable. This is particularly relevant for groups such as low-vision readers, native speakers of highly-local dialects without audio books or synthetic speech in their language, or older adults with limited literacy (either native or due to immigration) to enjoy following the text of a book while listening to the familiar voice of a loved one.

Building these technologies using appropriate interactions will enable those who support such marginalized groups to more easily create quality resources that can be reused across contexts [19,57], thus, saving time, effort, and money. This paper introduces several interaction techniques that facilitate the production of accessible e-books. Our goal is to support the ability of users to produce audio content in non-commercial settings, with the purpose of enhancing the accessibility of e-books. These techniques were evaluated for their ability to enable users to support the reading activities of others by preparing appropriate audio scaffolding.

To support this content creation, a human-in-the-loop approach is used because it can aid in the development and use of adaptive systems [40] and other technologies [57]. We evaluate the inclusion of humans in the reading loop from a novel perspective: that of content creator. Since much of the work in reading support has focused on individual reader experiences, our work instead focuses on the experience of the person who is part of the adaptive support system. This first attempt at identifying the interaction techniques that are appropriate to supporting the human contribution to this socio-technical process provides a foundation for further explorations of how to effectively combine human-in-the-loop approaches with automated techniques, such as speech
processing. Moreover, combining these modalities could increase the accuracy of this class of technologies [40,48].

Building on the design proposed by Attarwala et al. [5], we implemented metaphor-based interaction techniques (one is illustrated in Figure 1) that support the simultaneous reading, recording, and synchronization of audio with text. These techniques are both adaptable and adaptive. They exploit how readers follow text with their fingers to improve synchronization. This interaction technique exploration helped us overcome the technical and design challenge of recording and synchronizing the audio with the read text.

We present the results of a controlled experiment \( (n = 22) \) demonstrating that this class of assistive techniques effectively support the combined reading and recording activities of users. This study showed that the adaptive versions of the finger-tracking metaphor enable faster recording. It further demonstrated that moderately-long text segments (i.e., sentences rather than words or pages) support the needs of the content creator: they are short enough to provide additional alignment information to the speech processing algorithms, result in a better user experience, and minimize the amount of time users invest in content creation.

This study demonstrates how user interactions can be designed to accommodate natural language processing techniques that facilitate the content creation efforts of those who support marginalized populations. It provides early work and design guidance with respect to how human-computer interaction techniques can be adjusted to account for the imperfect nature of algorithms from complementary areas of computer science. This augmentation is achieved while maintaining a natural and comfortable interaction experience for the user. Moreover, mobile interfaces have yet to support this much-needed synchronization while enabling people to aid those who cannot read on their own.

**Statement of Contribution**

The above technical and interface challenges are addressed through the development of a mobile interaction technique that will facilitate the production of audio books for marginalized users. This hybrid solution gathers interaction data from human users as they are reading aloud a text to someone else. Our solution is implemented as a reading support interface that tracks the readers’ finger position as they follow the text. This does not require additional effort on the reader’s part, and it has the added benefit of collecting reading pace and tracking data to improve the synchronization of audio with text.

**PRIOR APPROACHES TO SUPPORTING READING**

Many people struggle with accessing text-based media. Among them are 1) those with low-literacy levels (young [67] and old [15,18,42]) who lack the knowledge of how sounds map to characters [17,50,67] and who may have learning disabilities; 2) those who have yet to learn the language of the text [15,20,50]; and 3) those with low-vision who know the mappings between characters and sounds but who have trouble seeing the text [5]. Regardless of the reason behind their inability to access text on their own, these users need assistance. This assistance is received through the efforts of loved ones [5], teachers, or peers [20]; technologies [5,15,23,25]; and education or community programs [15,53]. However, these supports are rarely enough [15,16] and their failures are leading to socio-technical approaches that hold the potential to support readers’ multiple needs. In this section, we are surveying such recent approaches that have informed our own work of developing more suitable interaction metaphors to support accessible reading.

**Peer Support for Individual Reading**

Most solutions that support those struggling with reading focus on second language learning or bringing literacy materials to those without access instead of addressing the user’s ability to process text [6,12,33]. Notable exceptions considered approaches to supporting reading comprehension through word substitution [66], annotation for fluent readers [32], and the reading fluency of children [10].

Even with the potential for some of these technologies to support reading, they often do not leverage other sources of support (such as family members, peers, or teachers) that are available in the reader’s environment [4,5]. Instead, assistive technologies focus on providing direct support to users (e.g., [31,59]) and ignore the larger context of use or the situations they cannot support, which may explain why these technologies are often not widely adopted [60]. Another reason for their lack of adoption may be the limited use of socio-collaborative approaches where people support one another’s access to and comprehension of a text directly [5,8,20] or indirectly by developing and sharing support
materials. We argue for this type of socio-collaborative approach to developing reading support resources.

Adaptive Support for Reading
Some approaches to enabling reading through mobile devices have included adaptive support, which can be implemented as a human-in-the-loop approach [5,39]. This approach combines human efforts with those of the system to provide the individualized support readers need. This approach can help because the system learns from the people who interact with it by deferring part of the decision process to those users [40,51]. This approach to improving adaptive systems has previously supported underrepresented users [40,56]. We, therefore, argue that introducing a human can help overcome barriers to the types of support that are needed by those who cannot access text. In particular, we propose that the human user takes the role of content producer.

Natural Language Processing and Reading Support
Advances in text-to-speech may enable people to access text because speech synthesis verbalizes the text both for those who live with impaired vision [59] and those who struggle with achieving literacy [17,22,24,25]. However, natural language processing techniques are limited by regional pronunciation variations [21], the intelligibility of produced speech [35], the opaque orthography of English [50], and pronunciation errors [69]. In cases such as highly-local dialects for which no computational models or resources exist, language processing is not possible at all. We, therefore, propose the use of recorded audio where possible.

Like Anguera et al [2], we argue that improving alignment accuracy and speech recognition will enable the effective synchronization of audio to texts, enhancing user access. However, attaining this goal remains an open challenge because speech recognition must account for much slower speech rates that aim to support learning [3], phonemic and prosodic errors [69], mispronunciations [69], low-frequency words that increase error rates [29], and off-script utterances [9,37], such as re-reading [40]. These challenges and work demonstrating the limitations of forced alignment [36,40,71], such as the inability to detect misces, indicate the integration of complementary approaches or techniques would benefit both the algorithms and users.

A MOBILE READING SUPPORT APPLICATION
For many users, such as those affected by vision loss, having someone read to them is the only way they can access the content of books or other text-based materials. Recent applications, such as ALLT [5], allow the recipient to enjoy listening to an audio book in a familiar voice and liberate users from the constraints of sharing a common location and schedule when reading jointly. Some interactive books and ALLT [5] allow readers to record their voice and synchronize their reading to the text by using record and stop buttons. These buttons allow the user to play the recording back at a later time so that she or he can enjoy a reading experience that visually links the audio recording to the text using highlighting, much like that used in karaoke. However, the burden of recording a novel or lengthy informative text using the current method is prohibitive to widespread adoption. Better mechanisms for enabling a reader to record the audio of a text that is synchronized to the words on the page are needed. Accurate synchronization is useful not only for a human reader but also for algorithms that perform various tasks that enhance user experience. For example, topic detection [64] could be used to separate the recording of the targeted text from the side discussions, explanations, or reminiscences that occur during joint reading activities.

Users should be provided with a seamless audio-recording experience where the text is automatically synchronized to the recording. Initial attempts at fully-automated approaches to synchronizing or aligning recordings with the text, using speech recognition, fell short of user expectations; this is a known problem due to the computational complexity and error prone nature of forced alignment [1]. These challenges can produce inconsistent artifacts when users have accents, background noise is present, or when mobile devices that are not connected to the Internet (for server-side speech recognition) do not have the computing power to handle forced alignment on-device. These limitations have prevented the inclusion of speech recognition techniques within reading-support applications.

To overcome such limitations, we propose a human-in-the-loop approach because others have shown that using complementary modalities, such as gestures, can lead to significant increases in the accuracy of the underlying natural language processing techniques [40,48]. The use of human input to enable lightly supervised approaches has been shown to improve alignment [14]. As such, the metaphor we evaluate serves as an example of an interaction that can integrate complementary automatic processing techniques while maintaining a natural experience for users. Our proposed metaphor can help improve automatic alignment techniques by incorporating the reading pace and reading position data collected from user interactions.

Proposed Metaphor Implementation
The reading support metaphor we implemented within the ALLT e-book reader relies on an implicit finger gesture to collect audio/text alignment data (Figure 2). This finger-tracking metaphor exploits the mobile device’s touch screen. Finger tracking was selected because it is an established technique for teaching and supporting reading [20,44]. In finger tracking, the reader traces the words or sentences that are being read with a finger. This technique is known to help with several aspects of reading, including the reader’s ability to turn characters into sounds and mark his or her place. Similarly to how readers trace their finger across the page of a book, users trace the text that is displayed in the mobile ALLT e-book reading app as they read. The position of the finger is marked by highlighting the word under which the finger is positioned. Already-read words are highlighted with a different colour. Different levels of granularity are possible for the finger tracking and highlighting (e.g. word, sentence),
which we explore in the next section. Our interaction metaphor was built as an extension of the ALLT mobile e-reader, which fully implements the DAISY standard for accessible reading [63]). We have not used DAISY or other synchronization tools in this study (neither have we explored TTS voices), as our focus was on how well the finger tracking metaphor supports the creation of content in a user’s familiar voice. Our implementation of this novel finger-tracking metaphor allows users to continue following the text as they read even without using the finger. This is possible by learning a user’s reading pace and automatically “following” the text, allowing users to rest their finger. Several variations of this automatic tracking are discussed and evaluated in the following sections.

Early implementation efforts showed that finger slipping or wandering could pose problems for readers who were using this approach with a touch-screen device rather than a paper book. We, therefore, implemented a heuristic that prevents accidental slips, by restricting touches so they are only registered in the immediate vicinity of the current sentence or word. The vicinity includes the same or adjacent rows and it centres just below the row that is currently in focus, unless the finger has been lifted from the screen. This definition was empirically determined during pre-piloting and allows users to adjust their recording speed. It also best avoids text occlusion. In other words, the area covered by the finger is below the row that is being read. This heuristic also considers the vicinity as a continuous space that follows the text. When the virtual cursor reaches the right margin of the page, the vicinity moves to the next row and repositions itself on the left margin. The vicinity does not extend across pages. In our early pre-piloting, we tested this but found it required the pages to change or turn automatically, which users found distracting and error prone. Furthermore, some users continued to touch the same spot on the screen after a page had turned, which provided false information to the system. As such, pages need to be turned manually through the explicit gesture of touching the “page left/right” buttons.

Additional standard interface widgets support other explicit gestures, such as initiating audio recording or playback or accessing customization features, such as font size.

While relying on this metaphor supports the an interaction that has the potential to seem more natural to users, there are many possible variations that could benefit users of mobile e-readers, and none of them has been evaluated until now.

Use of the Metaphor during Audio Book Production

The ALLT e-book reader has been specifically designed for collocated reading, such as a grandchild reading to their grandparent, or a family member reading to a low-literacy relative. By introducing the finger-tracking metaphor, such “reading together” activities can be captured as audio recordings that are synchronized with the text. This results in a seamless production of audio books. These books can be “played back” at a later time by the target user (e.g., an older adult or low-literacy user). The synchronization of audio and text and the use of highlighting to visually indicate this can assist both during the recording phase but also during playback. The assistive recording afforded by our finger-tracking metaphor can also be useful in recording an audio book (still synchronized with the text) by a single user.

METHODS

A laboratory study was conducted following pilot testing. This study explored the user experience and performance implications of different text-recording methods.

Pilot Studies

Initial pilot studies were used to refine the study protocol, train experimenters, and refine the interaction techniques that relied on a combination of adaptive and adaptable controls. The interface controls that were selected as independent variables implement the finger tracking metaphor and either auto-advance the recording prompt using a timer (FST, FWT) or require the user to manually advance the recording (FSM, FWM), with another distinction being the granularity of the recording prompt (Sentence or Word – S/W). See Table 1 for a complete description of these variables.

Twelve computer science undergraduate and graduate students participated in the pilot studies, sharing similar demographic characteristics and reading abilities as those in the main study (described later).

After piloting, text lengths were reduced to prevent user fatigue. The amount of text a user had to read before the application automatically advanced recording was also adjusted. In FST, the user had to record 3 sentences because averaging the times for this many sentences seemed to produce reasonable behavior from the adaptive auto-advance feature. In FWT, a minimum of 5 words were needed to allow the application to auto-advance at a reliable pace.

---

**Figure 2. A version of the finger-tracking metaphor used to augment recording. The user is currently reading *barrens*.**
Condition  Description
Baseline  This mode is used to record an entire page from start to finish at once. It is consistent with the current state of affairs, which provides no support to users.
FSM  This mode employs the finger tracking metaphor (F) to advance recording. The user touches the sentence (S) that he or she wants to record and manually (M) progresses through sentences one at a time. Sentences are considered separated by the following types of punctuation: periods, exclamation marks, question marks, and semi-colons. Users can tap anywhere on a sentence.
FST  This mode employs the finger tracking metaphor (F) to advance recording. The user touches the sentence (S) that he or she wants to record and progresses through sentences one at a time. Users can tap anywhere on a sentence and the application determines the user’s reading speed after he or she has recorded 3 sentences. Once users lift their finger or stop advancing the sentence, the application uses a timer (T) and the learned reading speed to advance the recording to the next sentence until users stop the recording or until they start touching the screen again, which results in the recalibration of the timer.
FWM  This mode is similar to FSM. The only difference is the recording unit: users trace individual words (W) with their finger (F) to manually (M) advance the recording from one word to the next. While not all users may require word-level synchronization, some with low-vision want it, and it does not harm other user populations, making it an appropriate target given its potential for increasing word-alignment accuracy.
FWT  This mode is similar to FST except that each word is recorded individually. Users follow the text with their finger (F) and the app shows them which word to read. Their finger needs to point right below the word that is being read. As in FST, they can lift their finger after tracing 3 sentences and the app will advance automatically. Users can touch the screen again if they feel the timer (T) is advancing too quickly or too slowly. It takes about one sentence for this action to recalibrate the timer so that the user can once again lift his or her finger.

Table 1. The interaction techniques that were evaluated.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>This mode is used to record an entire page from start to finish at once. It is consistent with the current state of affairs, which provides no support to users.</td>
</tr>
<tr>
<td>FSM</td>
<td>This mode employs the finger tracking metaphor (F) to advance recording. The user touches the sentence (S) that he or she wants to record and manually (M) progresses through sentences one at a time. Sentences are considered separated by the following types of punctuation: periods, exclamation marks, question marks, and semi-colons. Users can tap anywhere on a sentence.</td>
</tr>
<tr>
<td>FST</td>
<td>This mode employs the finger tracking metaphor (F) to advance recording. The user touches the sentence (S) that he or she wants to record and progresses through sentences one at a time. Users can tap anywhere on a sentence and the application determines the user’s reading speed after he or she has recorded 3 sentences. Once users lift their finger or stop advancing the sentence, the application uses a timer (T) and the learned reading speed to advance the recording to the next sentence until users stop the recording or until they start touching the screen again, which results in the recalibration of the timer.</td>
</tr>
<tr>
<td>FWM</td>
<td>This mode is similar to FSM. The only difference is the recording unit: users trace individual words (W) with their finger (F) to manually (M) advance the recording from one word to the next. While not all users may require word-level synchronization, some with low-vision want it, and it does not harm other user populations, making it an appropriate target given its potential for increasing word-alignment accuracy.</td>
</tr>
<tr>
<td>FWT</td>
<td>This mode is similar to FST except that each word is recorded individually. Users follow the text with their finger (F) and the app shows them which word to read. Their finger needs to point right below the word that is being read. As in FST, they can lift their finger after tracing 3 sentences and the app will advance automatically. Users can touch the screen again if they feel the timer (T) is advancing too quickly or too slowly. It takes about one sentence for this action to recalibrate the timer so that the user can once again lift his or her finger.</td>
</tr>
</tbody>
</table>

However, we set the minimum recording threshold for FWT to the maximum between 5 words and the total length (in words) of 3 sentences. This adjustment was made because piloting revealed that users were occasionally confused by the differences between these two threshold conditions, and it was important to ensure consistency from the user’s perspective to avoid confounds.

Reading Materials
All readings were taken from L.M. Montgomery’s Anne of Green Gables. Text segments with similar lengths (M = 403 words, SD = 20.64; M = 30.4 sentences, SD = 7.02) were selected from five chapters (Table 2). According to the Flesch-Kincaid measure of reading ease (where higher numbers are easier to read), the texts were fairly easy (M = 76.01, SD = 6.78). As with most e-readers, sentences wrapped lines – we did not modify or control the text display.

Hardware and Software
We have implemented several variations of the finger-tracking metaphor within the ALLT e-book “reading together” app [4,5]. The app runs on the Android operating system. For this study, we used Android Nexus 7 tablets (screen size 7 inches), running Android OS version 5.1.

<table>
<thead>
<tr>
<th>Chapter Title</th>
<th>No. Words</th>
<th>No. Sentences</th>
<th>Reading Ease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning at Green Gables</td>
<td>384</td>
<td>24</td>
<td>74.81</td>
</tr>
<tr>
<td>Matthew Insists on Puffed Sleeves</td>
<td>430</td>
<td>22</td>
<td>68.21</td>
</tr>
<tr>
<td>Marilla Makes Up Her Mind</td>
<td>393</td>
<td>38</td>
<td>76.20</td>
</tr>
<tr>
<td>Anne’s History</td>
<td>388</td>
<td>35</td>
<td>86.84</td>
</tr>
<tr>
<td>A Good Imagination Gone Wrong</td>
<td>420</td>
<td>33</td>
<td>74.00</td>
</tr>
</tbody>
</table>

Table 2. The texts that were read and their characteristics

Study Design
A laboratory-based usability study was conducted to explore which of the five conditions best supported the reader’s experience of recording audio for consumption by another. These conditions are described in Table 1 and can be seen in the video that supplements this paper. They relied on a combination of explicit and implicit controls, some of which were adaptive. The presentation order of the conditions and texts were counter-balanced using a Graeco-Latin square [28]. This method superimposes Latin squares for each independent variable (i.e., text and condition). It helped ensure order effects for either independent variable did not influence the dependent variable measures (i.e., reading time and user experience).

This study tested four hypotheses, which are directional when the literature supports one:

H1: Auto-advancing the recording prompt enables users to record their reading of a text in less time.
H2: Auto-advancing the recording prompt influences user perception of effort.
H3: The length of the auto-advancing recording unit (i.e., word or sentence) influences user perception of effort.
H4: The length of the auto-advancing recording unit (i.e., word or sentence) influences the amount of time needed to record a text.

Testing H3 (user effort) and H4 (recording time) allows us to determine the appropriate recording granularity. That is, it answers the question of how much text should be recorded at once when using the proposed assistive features. Testing H1 (recording time) and H2 (user effort) indicates whether assistive features that are both adaptive and adaptable better
support the end goal, which is to enable the recording of texts using as little human time and effort as possible.

**Instruments and Measures**

A demographics form was used to collect information about participants’ reading habits, language proficiency, and use of mobile devices. This data was collected at the end of the study. Two members of the research team also assessed participants’ English fluency on a scale from 1 (native-like proficiency) to 5 (difficult to understand).

After each experimental task (i.e., reading), information about participant experiences of that condition was collected using a questionnaire. Participants rated various attributes on 5-point, semantic-differential scales, where 5 is the best or most positive response (e.g., very easy or much faster). These attributes represent dependent variables and include user perceptions of task difficulty, how tiring the task was, the speed with which they completed the task, and the ease of maintaining their recording pace. Participants were asked to compare the reading task to their regular leisure reading activities and to estimate the number of pages that they could read, without taking long breaks, for each condition.

The information log information about participants’ actions. This included how long, in microseconds, it took participants to read a text. This recording time information or dependent variable is represented through 3 measures: the total time spent reading a text, the average reading time per sentence, and the average per word reading time.

Both experimenters (authors 3 and 4) observed participant behaviors. Experimenters noted when participants adjusted the text highlighting because the auto-advance feature was moving too quickly or too slowly, whether they kept their finger on the screen when in an auto-advancing condition, and when their finger skipped a word while reading. This observation also included monitoring participant reading habits, how well the app suited their reading style, their physical posture and postural changes, their reading pace, any aspects of a condition that seemed to confuse them, and anything that participants may have found difficult.

**Data Analysis**

Descriptive statistics are provided for quantitative data. Inferential statistics are used to compare conditions for the relevant measures: time and perceived user experience. Non-parametric tests (i.e., Friedman ANOVA by Ranks and Wilcoxon Signed Rank) were used when one or more of the variables were not normally distributed. Parametric tests (i.e., two-tailed paired t-tests) were used to compare participant perceptions and performance across conditions when both variables were normally distributed. Bonferroni correction was applied to pair-wise tests to control for multiple comparisons. Due to the number of pair-wise comparisons performed, the significance threshold for the p-value is .005 rather than .05.

Ideally, the best condition (i.e., recording technique) will enable users to record the most text in the least amount of time while providing for the best possible experience.

**Participants**

Following institutional review board approval, participants were recruited through posters at a research-intensive North American university because students’ backgrounds are consistent with those who would be creating content (e.g., young adults reading to their low-vision grandparents). A total of 31 people consented to participate and were compensated 30 dollars. Data from 9 people were discarded because participants failed to follow experimental protocols (e.g., started a conversation with the experimenter while in a condition), the application crashed, or an experimenter erased. To ensure high-quality data was available to support future research on better text alignment, we used strict inclusion criteria. Only the data from the remaining 22 participants is reported. They were 25.75 years old ($SD = 6.79$) on average.

Participants had varied language backgrounds and all of them spoke some English at home. On average, participants reported using English at home 80.46% of the time ($SD = 18.38$). English was used exclusively in 6 homes.

Participant home language was not tied to their reading fluency, which was rated as highly proficient ($M = 1.48, SD = 0.63$). The lowest fluency level observed was a 3 (good or acceptable) and only 2 participants received this score. Note that all participants either spoke English as a first language or had achieved sufficiently high English-language test scores to be admitted to an English-language institution.

Half ($n = 11$) of the participants reported reading at least one novel per month, and all but one reported reading at least one article per week ($Mdn = 7, IQR = 13$). Like the articles they read, the novels typically read by participants tended to be short ($Mdn = 225$ pages, $IQR = 100$). However, participants also read reasonably long books ($Mdn = 550$ pages, $IQR = 325$), and 14 reported that they had read aloud to others. Of those 14, 8 read books or stories to family members and young children; the others read articles or textbook segments to friends or religious texts to a group.

Participants reported a high level of comfort with using mobile technologies ($M = 1.32, SD = 0.48$), which is reflected in the number of hours ($M = 3.91, SD = 2.67$) that they spend using mobile devices in a typical day. This comfort is confirmed by their mobile reading habits: all participants had read at least one novel on a mobile device and they typically read multiple articles ($Mdn = 4, IQR = 3$) on their mobile devices each week.

We did not purposefully control for participants’ reading habits or abilities as our app’s target users are representative of a broad segment—younger adults who want to help family members access audio-enhanced e-books by recording the audio of such books.
Table 3. Participant reading times per condition (in seconds) for each unit of text: words, sentences, and the text as a whole (total).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Word Time</th>
<th>Sentence Time</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>95% CI</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.34</td>
<td>0.07</td>
<td>[0.31, 0.37]</td>
</tr>
<tr>
<td>FSM</td>
<td>0.35</td>
<td>0.06</td>
<td>[0.33, 0.38]</td>
</tr>
<tr>
<td>FST</td>
<td>0.28</td>
<td>0.07</td>
<td>[0.25, 0.31]</td>
</tr>
<tr>
<td>FWM</td>
<td>0.32</td>
<td>0.09</td>
<td>[0.28, 0.36]</td>
</tr>
<tr>
<td>FWT</td>
<td>0.35</td>
<td>0.05</td>
<td>[0.32, 0.37]</td>
</tr>
</tbody>
</table>

RESULTS
Participants adjusted the experimental environment to meet their varied preferences for handling the tablet from which they were reading. Some chose to hold the tablet in their hands, others placed the tablet flat on the table, and some alternated between these options. In addition to participants demonstrating their comfort by modifying the experimental environment to suit their preferences, participants reported enjoying their overall reading experience. They also commented on how the highlighting of text helped them to keep track of their location within a reading.

Reading Time
Total reading time (Table 3) differed by condition, $\chi^2(4) = 15.13, p = .004$. Post-hoc comparisons showed that recording the text using finger tracking at the sentence level was faster ($\chi^2(21) = 4.10, p = .001, r = .67$) when the application automatically advanced the recording (H1) than when the participant had to manually advance recording using finger tracking (FST was faster than FSM). Finger tracking with adaptive support was also faster ($\chi^2(21) = 3.94, p = .001, r = .65$) when the recording unit was the sentence than when it was a word (H4). That is, FST was faster than FWT.

No significant effect of condition was found for the average sentence reading times, $\chi^2(4) = 8.69, p = .069$. This is likely due to the high variability of sentence lengths within each text influencing average reading time: some sentences were only a word long while others exceeded 19 words in length. We observed that some participants were distracted by single word sentences when the recording condition used sentence-level highlighting, especially when the text highlighted was a title, such as Mr. or Mrs. Participants also commented on this artifact of how sentences were defined.

Unlike the reading times observed at the sentence level, participant per word reading speeds (Table 3) differed by condition ($\chi^2(4) = 15.66, p = .004$). Post-hoc comparisons showed using the application to maintain the pace that was set by the user (FST) resulted in faster recording times ($\chi^2(21) = 4.02, p = .001, r = .66$) than having the participant manually advance the recording (FSM) when reading one sentence at a time (H1). This finding is consistent with the text-wide results. Similarly, FST was faster than FWT ($\chi^2(21) = 4.09, p = .001, r = .67$), which indicates that using sentences as the recording unit is the most expedient choice as is the choice to have the user set his or her recording pace and then have the application maintain that pace (H4). This finding may partly result from an observed user behavior: they tended to quicken their reading pace, without noticeable changes in their intonation, when the automatic highlighting advanced faster than their manually controlled pace.

As expected, participants felt their normal reading speed was similar to their recording speed when they were in the baseline condition (Table 4). Differences, $\chi^2(4) = 10.14, p = .038$, were found when participants were asked to compare their reading speed to their normal reading activities for each of the treatment conditions. Post-hoc analysis shows that participants only perceived a difference ($Z = -2.81, p = .005, r = .60$) between their baseline or normal reading speed and the FWM condition, with participants indicating their regular reading process was faster. This finding is consistent with experimenter observations that participants were pressing the screen hard and taking their time to ensure that each word was highlighted, thus reducing their reading speed.

User-Perceived Effort
Here we report on user perceptions of the amount of fatigue that they experienced in each condition, the ease with which

Table 4. Participant questionnaire responses to semantic differential items about their experience within each condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Reading Speed</th>
<th>Recording Pace</th>
<th>Difficulty</th>
<th>Tiredness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M  SD 95% CI</td>
<td>M  SD 95% CI</td>
<td>M  SD 95% CI</td>
<td>M  SD 95% CI</td>
</tr>
<tr>
<td>Baseline</td>
<td>2.77 0.43  [2.58, 2.96]</td>
<td>3.55 0.80  [3.19, 3.90]</td>
<td>3.00 0.69  [2.69, 3.31]</td>
<td>3.86 1.04  [3.40, 4.32]</td>
</tr>
<tr>
<td>FSM</td>
<td>2.50 0.51  [2.27, 2.73]</td>
<td>3.18 0.50  [2.96, 3.40]</td>
<td>2.73 0.77  [2.39, 3.07]</td>
<td>3.41 0.80  [3.06, 3.76]</td>
</tr>
<tr>
<td>FST</td>
<td>2.55 0.86  [2.17, 2.93]</td>
<td>2.32 0.78  [1.97, 2.66]</td>
<td>2.23 0.81  [1.87, 2.59]</td>
<td>2.77 0.97  [2.34, 3.20]</td>
</tr>
<tr>
<td>FWM</td>
<td>2.14 0.89  [1.74, 2.53]</td>
<td>3.00 1.07  [2.53, 3.47]</td>
<td>2.41 0.85  [2.03, 2.61]</td>
<td>2.64 1.00  [2.19, 3.08]</td>
</tr>
<tr>
<td>FWT</td>
<td>2.41 1.05  [1.94, 2.88]</td>
<td>2.09 0.68  [1.79, 2.39]</td>
<td>2.18 0.96  [1.76, 2.61]</td>
<td>2.32 0.89  [1.92, 2.71]</td>
</tr>
</tbody>
</table>
they could maintain the recording pace that was employed within each condition, and their general perceptions of the difficulty associated with each condition (Table 4). These measures are proxies for the perceived effort that is associated with each interaction technique. As such, they provide insight into users’ experiences of those interactions.

When asked how the difficulty of an experimental task compared to their leisure reading activities, participant reports differed ($\chi^2(4) = 19.52, p = .001$) based on the recording condition. Post-hoc analysis revealed the FWT condition was more difficult than the baseline ($Z = -3.35, p = .001, r = .71$) as was the FST condition ($Z = -2.86, p = .001, r = .61$), indicating participants found the adaptive versions of the support more difficult than their normal reading activities (H2). This result is consistent with 16 of them tapping on a word or sentence to highlight what they wanted to read and adjust the recording pace: 2 adjusted the recording pace to go faster and 14 reported the auto-advance pace was too fast. Some participants were visibly confused when the automatic highlighting moved to the next sentence before they had completed recording the current one. Participant reports that the baseline was similar to their usual reading activities indicate the auto-advancing feature influenced the perceived difficulty level of recording (H2).

Like difficulty, a difference in participants’ rating of how easy it was to maintain the recording pace for each condition ($\chi^2(4) = 45.63, p < .001$) was found. Participants found it more difficult to maintain their recording pace when using the auto-advancing conditions for recording by sentence (FST: $Z = -3.71, p < .001, r = .79$) or by word (FWT: $Z = -3.89, p < .001, r = .83$) than when they were using the non-adaptive baseline condition (H3). Differences were also noticed between the auto-advancing and manual versions (H2) when recording by word (FWT vs. FWM: $Z = -3.26, p = .001, r = .70$) and by sentence (FST vs. FSM: $Z = -3.38, p = .001, r = .72$), with the manual advancing option being the easier one to control. Additional differences ($Z = -3.87, p = .001, r = .83$) were seen in the ease with which participants could maintain the recording pace when manually advancing the recording sentence by sentence (FSM) and when the application advanced the recording word by word (FWT).

These differences between conditions, including the manual and adaptive methods for advancing to the next recording unit, indicate users feel they can more easily maintain a recording pace over which they exercise complete control (H2). It is worth noting that while many participants were observed adjusting their reading pace to match that of the timer, most touched the sentence or word they wanted to read. If the timer was advancing faster than they were reading, touching the text they wanted to read resulted in it being re-highlighted so they could record that text and have it synchronized with their recording. If they were reading faster than the system predicted, this action moved the highlighting forward so the system’s pace would match that desired by participants. Participants then continued reading from the selected text segment.

The above differences in perceived difficulty and recording pace were further reflected in how tiring (H3) participants found each of the interaction techniques ($\chi^2(4) = 41.80, p < .001$). The baseline or regular reading condition was seen as less tiring than 3 of the 4 finger tracking conditions (FWT: $Z = -3.99, p < .001, r = .85$; FWM: $Z = -3.25, p = .001, r = .69$; and FST: $Z = -3.24, p = .001, r = .69$). FWT was also perceived to be more tiring than FSM ($Z = -3.75, p < .001, r = .80$), and there was no observed difference between manually advancing the recording one sentence at a time and recording an entire 2-page text in one sitting (i.e., baseline condition). The results of these tests indicate manual methods were less tiring than automated methods (H1) and recording a few large units of text is less tiring than recording multiple small text units (H3).

Differences in the amount of energy and cognitive effort participants invested when using each technique are supported by significant differences ($\chi^2(4) = 47.95, p < .001$) in the number of pages participants would be willing to record (Table 5). These users said they were willing to record more pages using their regular reading technique (baseline) than in 3 of the proposed approaches (FST: $Z = -3.73, p < .001, r = .80$; FWT: $Z = -3.84, p < .001, r = .82$; and FWM: $Z = -3.70, p < .001, r = .79$). The sentence-level recording where users manually controlled the pace (FSM) was the only new technique that was not measurably different from the baseline ($Z = -3.35, p = .026, r = .71$): note the corrected p-value is more than 5 times the significance threshold for what would be a large effect. These users appear to prefer exercising control while recording at the sentence level (H3) as is evidenced by differences across the FST, FSM, and FWT conditions. These users said they were willing to read fewer pages when using FST than when using FSM ($Z = -3.23, p = .001, r = .69$), and they would read more pages ($Z = -3.35, p = .001, r = .71$) using the manually advancing sentence interface (FSM) over the automatically advancing word-level version (FWT).

**INTERACTION POTENTIAL: IMPROVED ALIGNMENT**

To demonstrate the secondary study goal, the forced audio-text alignment accuracy of each interaction technique was calculated. The word error rate (WER) is reported as a

<table>
<thead>
<tr>
<th>Condition</th>
<th>M</th>
<th>SD</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>9.45</td>
<td>6.74</td>
<td>[6.47, 12.44]</td>
</tr>
<tr>
<td>FSM</td>
<td>7.73</td>
<td>5.87</td>
<td>[5.12, 10.33]</td>
</tr>
<tr>
<td>FST</td>
<td>5.09</td>
<td>4.67</td>
<td>[3.02, 7.16]</td>
</tr>
<tr>
<td>FWM</td>
<td>6.32</td>
<td>5.57</td>
<td>[3.85, 8.79]</td>
</tr>
<tr>
<td>FWT</td>
<td>5.41</td>
<td>4.68</td>
<td>[3.34, 7.48]</td>
</tr>
</tbody>
</table>

Table 5. The amount of text participants would feel comfortable recording using the evaluated approaches.
measure of this accuracy. WER factors in substitutions, deletions, and insertions between the original text and the text produced by passing the recorded audio through a speech recognizer and forced alignment tool. We used CMU Sphinx and its forced alignment tool (http://cmusphinx.org/) with the finger tracking timestamps included as input. The baseline WER was 100% (when recording the entire page without assistance), which is unsurprising as per prior work [1]. The largest improvement, of 34%, was observed for the FSM condition (WER = 66%). The other conditions showed a 12–17% improvement, with the WER for FST being 88%, FWM being 83%, and FWT being 85%. This suggests sentences are the proper granularity for extracting timestamp data from finger tracking, which is consistent with the user-test results. The largest WER reduction was exhibited in a manual mode. This provides evidence for the usefulness of this interaction metaphor and suggests opportunities for additional research on how to best combine intelligent supports, such as the auto-advancing timer, with natural metaphors to further improve forced alignment algorithms.

**DISCUSSION AND LIMITATIONS**
While participants read larger segments of text faster (H4) and felt that these were easier to read (H3), the largest segment of text recorded (a page) is too large to enable improvements between the alignment of a recording and the text that is associated with that recording. Based on the evaluated text segments, the data for reading speed and user effort indicate the appropriate text segment size is the sentence. This recording unit size results in a savings of approximately 20 seconds for every two pages of text read.

The text was also read more quickly when the personalized timer automatically advanced recording (H1). The adaptive auto-advance feature resulted in a savings of approximately 30 seconds per two-page recording. However, participants felt that it was harder to maintain their reading pace when the system was in an adaptive mode (H2). This perception is interesting given that the adaptive timer had been set to match the user’s initial reading pace.

These differences could be partly due to interface design: the highlighting of individual words and the latency introduced through this process appears to have resulted in users slowing their reading pace and attending to individual words rather than larger, more fluid text segments. This is supported by experimenter observations and user reports: participants felt the word-based recording conditions were slower than the others. Additionally, participants indicated that maintaining their initial pace was more difficult in the auto-advancing conditions, likely as a result of their setting an unrealistic pace in the opening sentences (H2). This pace may have been unintentionally fast because the first sentences were simpler in nature or because participant working memory had been cleared when they changed conditions. As participants read the text, their processing of the text would have increased cognitive load [62] because more information would need to be held in participants’ short-term memory. The automated highlighting that indicates when the timer has advanced to the next text segment may have further increased cognitive load or added a sense of urgency for users, which helps explain why they felt that it was less tiring to manually advance recordings.

That said, participants were able to complete the tasks in less time, indicating the presence of a trade-off between user task enjoyment and recording pace. The adaptive techniques allowed users to correct the pace (by tapping on previously-read sentences or words), and we speculate the higher reading speeds were within users’ capabilities given that many participants adjusted their reading speed to match that of the application. This suggests users may have a wide comfort zone with respect to reading pace that does not fully overlap with their perception of difficulty. Like other assistive technologies, our app is not equipped to determine the user’s most comfortable reading speed so we cannot compare the observed reading speeds to that ideal. However, we compared them to the regular reading habits that were observable (e.g., baseline). We expect using on-device sensors (e.g., the camera) to measure aspects of cognition [70] or advances in lightweight brain-computer interfaces to facilitate incorporating these aspects into future interfaces.

Additional work with respect to how to indicate the recording is advancing may lessen the difference in user experience that exists between the adaptive auto-advancing and the manual advancing interfaces. For example, a focus window that highlights the current sentence and lowlights the upcoming sentence may help reduce the sense of urgency that is sometimes communicated through the current highlighting scheme. This reduction in perceived urgency may improve the user’s experience and reduce or eliminate the trade-off that appears to exist between enabling the fastest possible recording speed while allowing for sentence alignment without harming user experience. This approach of highlighting a collection of sentences using a sliding window, where the highlight saturation indicates the current focus, may also reduce the confusion that users reported when short phrases, such as Mr. or Mrs., were highlighted.

The design of new interaction techniques and their evaluation through a controlled experiment shed light on how mobile interfaces can assist users in their reading and content-creation tasks. Going forward, we will explore whether other text unit lengths (e.g., paragraphs) influence the trade-off between users’ cognitive load, perception of effort, and speed of recording, while supporting the need to automatically align the text and audio so as to enable the later consumption of that text. Due to practical considerations, the present study was limited in the range of unit lengths that we could evaluate within a 2-hour participant session.

We plan to conduct follow-up investigations that measure the effect assistive metaphors, such as finger tracking, have on reading quality as perceived by those the content is meant to support (e.g., older adults or low-literacy adults). Additionally, we plan to measure the accuracy of users'
recordings in the different assistive modes, particularly focusing on how these techniques can be used to augment existing speech processing and alignment algorithms.

While the results indicate an implicit bias toward users wanting to exercise full control, it is possible this bias would be reduced or eliminated over time as the user interacts with the system, better understands how it works, and begins to trust it [46]. This lack of trust in adaptive systems is commonly observed in initial evaluations. It indicates longer-term evaluations are needed now that we know these adaptive recording approaches result in the same activity being completed in less time.

CONCLUSIONS

We have introduced and evaluated a natural metaphor-based interaction technique for mobile e-readers. This technique enables loved ones and professionals, such as teachers, to create assistive materials for those who cannot read on their own. Enabling the non-commercial production of accessible reading materials can benefit marginalized users such as low-vision older adults by providing them with synchronized audio recordings in the familiar voice of a loved one.

Several versions of the finger-tracking metaphor (i.e., following the text with a finger while reading) were implemented and evaluated through a controlled experiment \( n = 22 \). These implementations varied the recording unit (word, sentence, or page) and the level of control (manual or adaptive) that users could exercise over the recording pace. The study evaluated the influence of these variations of the finger-tracking metaphor on user recording time and perceptions. This evaluation revealed that users read at their fastest pace, while maintaining reading quality, when they recorded a text one sentence at a time with the system adaptively controlling the recording pace through the use of pre-attentive visual cues. This method of interaction helps ensure accuracy and saves the user or content creator between 20 and 30 seconds for every two pages of text read. This is a substantial gain when considering longer texts.

Our future work will further investigate the appropriate presentation and granularity of text to best support assisted reading. This work will also study how cognitive factors (e.g., load or fatigue), measured through on-device sensors, can be incorporated to personalize and improve the content creation experience. Additional natural language processing techniques will be investigated for automatically extracting when the reader engages in discussion that is related to the topic or makes tangential comments. The collected data will be used to improve natural language processing techniques for aligning audio with text when users make errors, self-correct, or otherwise vary their speech from the text that they are reading. Furthermore, we plan to evaluate how the supported readers (e.g., older adults with low vision) perceive the quality of the recordings made under different assistive conditions.

Overall, our analysis of objective and subjective data shows that interaction metaphors, such as using the finger to track text on a mobile e-reader, are suitable for use in assistive tools. We demonstrated their use within a specific domain where these metaphors were shown to facilitate the development of support materials for those who cannot read on their own. Our evaluation, which demonstrates the feasibility of this new metaphor, serves as a starting point for designing more natural interactions for human-in-the-loop approaches to assistive technologies. As such, this study provides an example of how interaction techniques can be used to collect data that can later inform algorithm development. Furthermore, it demonstrates how adaptive systems, whether simple or complex, can be augmented through implicit user interaction techniques.
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