
Topic 10: 
 
Feature Detection &  
Image Matching 

• Introduction to the image matching problem 

• Image matching using SIFT features   

• The SIFT feature detector 

• The SIFT descriptor 



Goal 

•To identify distinctive image locations (keypoints). 
•Assign a scale and orientation associated to each keypoint. 
•Make keypoints invariant to magnification, brightness, etc. 



Keypoints: Contrasting Blobs at Different Scales  



Keypoints: Contrasting Blobs at Different Scales  

Why are these features good? 



Keypoints: Contrasting Blobs at Different Scales  



SIFT 

Difference of Gaussians 
Template 

SIFT is an algorithm that finds contrasting blobs at different scales 

This will find a blob 



SIFT: Scale Detection Example 

Difference of Gaussians 
Template 

SIFT is an algorithm that finds contrasting blobs at different scales 

And these will do so at different scales 



Blobs At Different Scales  

Difference of Gaussians 
Template 



Difference of Gaussians 
Template 

Blobs At Different Scales  



Difference of Gaussians 
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Blobs At Different Scales  



Difference of Gaussians 
Template 

Blobs At Different Scales  



Difference of Gaussians 
Template 

Blobs At Different Scales  



Computing SIFT Keypoints: Basic Steps 



Step 1a: Construct a Gauss-like Pyramid 

Each image is 
smoothed by a 
factor of k more 
than the image 
below 
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Step 1a: Construct a Gauss-like Pyramid 

Images in the next octave are subsampled and stored at  ½ the 
resolution of the previous octave. 



Computing SIFT Keypoints: Basic Steps 



Sure, because it approximates the Laplacian. 

but what is interesting about the Laplacian? 



Sure, because it approximates the Laplacian. 

but what is interesting about the Laplacian? 



Sure, because it approximates the Laplacian. 

The Laplacian looks for coherent contrast 
variations in all directions 



Step 1b: Compute Pyramid of DOG Images 

How do we do this efficiently at multiple scales 



Step 1b: Compute Pyramid of DOG Images 

And do so for all octaves 



Reminder: Difference-of-Gaussian Filtering 

original 



Reminder: Difference-of-Gaussian Filtering 



Reminder: Difference-of-Gaussian Filtering 



Computing SIFT Keypoints: Basic Steps 



s=2 

Finding Extrema In A Single Image 



Finding Extrema In A Single Image 

Minimum at (x,y) if 
D(x,y,r) > all neighbors 

Minimum at (x,y) if 
D(x,y,r) > all neighbors 



Finding Extrema In A Single Image 

Minimum at (x,y) if 
D(x,y,r) > all neighbors 

Minimum at (x,y) if 
D(x,y,r) > all neighbors 

It is a local operation 



Step 1c: Detecting DOG Extrema 

But because we want the extrema in the three dimensions 
x, y and r we look at the values of the adjacent scales too 

x must also be 
bigger (or smaller) 
than all the 
neighbors in the 
adjacent scales 

Still a local operation 
 
There is usually a few 
(thousand) points that satisfy 
this in an image pyramid 



Step 1c: Detecting DOG Extrema: Algorithm 

Algorithm: 
For each (x,y,r), check whether D(x,y,r) is greater (or smaller 
than) all of its neighbours in the current scale and in the 
adjacent scales above and below. 



Step 1c: SIFT Keypoints = DOG Extrema 

An extremum that is detected at D(x,y,r) defines the keypoint  
(x, y, r). 



Computing SIFT Keypoints: Basic Steps 



Pixels and Scales Are at Discrete Locations 

   1               2                 3             4 

Discrete approximation to the minimum: x = 2  



Pixels and Scales Are at Discrete Locations 

   1               2                 3             4 

Real minimum: x = 2.48  



Step 1d: Refining Location of Extrema 

Use a 2nd order Taylor series approximation: 



Step 1d: Refining Location of Extrema 

Use a 2nd order Taylor series approximation: 

Derivatives are 
estimated using finite 
differences 



Step 1d: Refining Location of Extrema 

= 

In vector notation 

And knowing that the function is an extrema when… 
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= 

In vector notation 

               is a function of         , and we know it will have 
an extrema when… 



Step 1d: Refining Location of Extrema 

= 

In vector notation 

               is a function of         , and we know it will have 
an extrema when the first derivative with respect to     
is zero!  



Step 1d: Refining Location of Extrema 

= 

In vector notation 

To find the extrema, take the derivative of                   with 
respect to a displacement           and solve for  



Step 1d: Refining Location of Extrema 

The 2nd degree Taylor Expansion is: 

And the derivative wrt             is:        



Step 1d: Refining Location of Extrema 

The extremum of D is when the 
derivative is equal to zero: 



Step 1d: Refining Location of Extrema 

The refinement is complete when the displacement is added to 
the initial estimate of the extremum. 

Extremum at: 

Where                                             and:  



Computing SIFT Keypoints: Basic Steps 



Discard extrema that are weak or that correspond to edges: 
 
Strength is simply measured by the (absolute) magnitude of the 
Difference of Gaussians at the interest point 

Step 1e: Pruning “Insignificant” Extrema 

In practice l=0.03, 
when images are 
in [0, 1]. 

l 



Step 1e: Pruning “Insignificant” Extrema 

Also prune extrema that correspond to edges 



Reminder: Single-scale Lowe Feature Detector 

Also prune extrema that correspond to edges 

See lecture 6 for details!  



Step 1e: Pruning “Insignificant” Extrema 

Algorithm: 
Compute the Hessian H of S(x,y) = D(x,y,r’), at (x,y) = (x’,y’), 
and prune if: 



Computing SIFT Keypoints: Basic Steps 



Step 1f: Keypoint Orientation Assignment 

Compute a Gaussian image with the relevant scale r’ 



Step 1f: Keypoint Orientation Assignment 
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Compute the gradient magnitudes and 
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Step 1f: Keypoint Orientation Assignment 

Compute a Gaussian image with the relevant scale r’ 

Compute the gradient magnitudes and 
orientations in the neighborhood of 
the detected feature point 



Step 1f: Keypoint Orientation Assignment 

Compute a Gaussian image with the relevant scale r’ 

Compute the gradient magnitudes and orientations in the 
neighborhood of the detected feature point 
 
Compute a histogram of orientations: 



Step 1f: Keypoint Orientation Assignment 

Compute a Gaussian image with the relevant scale r’ 

Compute the gradient magnitudes and orientations in the 
neighborhood of the detected feature point 
 
Compute a histogram of orientations 
 
Take the highest peak as the canonical orientation 



Step 1f: Keypoint Orientation Assignment 

Orientations are divided into 36 
bins (one every 10 degrees). 
Pixel (x,y) contributes to the bin 
corresponding to the gradient 
orietation q at (x,y). 
 
The contribution to that bin is 
equal to 
 
where G1.5r’ is a circular Gaussian 
weighting function and d is the 
distance to the feature point 



Step 1f: Keypoint Orientation Assignment 



Computing SIFT Keypoints: Basic Steps 



Topic 10: 
 
Feature Detection &  
Image Matching 

• Introduction to the image matching problem  

• Image matching using SIFT features   

• The SIFT feature detector 

• The SIFT descriptor 



The SIFT Keypoints 

We defined key-points that are “visually distinct” from its 
surroundings.  



The SIFT Feature Vectors 



Building the SIFT Descriptor 



Building the SIFT Descriptor 



Building the SIFT Descriptor 



Building the SIFT Descriptor 

q 



Building the SIFT Descriptor 



The 4x4 Orientation Histogram 



Building the SIFT Descriptor 



Building the SIFT Descriptor: Complete Algorithm 

8 



Converting SIFT Descriptors to 128-dim Vectors 



Matching 2 Images Using SIFT Features 



SIFT Feature Matching Algorithm 



Matching 2 Images Using SIFT Features 



Topic 11: 
 
Homographies & Image 
Mosaics 

• Introduction to image mosaicing  

• Homogeneous coordinates for points & lines 

• Image homographies 

• Estimating homographies from point  
   correspondences 

• The autostitch algorithm  



Building Panoramic Image Mosaics 



Image Mosaicing 



Step 1: Capture 



Step 2: Warp & Align 



Step 2: Warp & Align (Continued) 



Step 3: Blend 



Topic 11: 
 
Homographies & Image 
Mosaics 

• Introduction to image mosaicing  

• Homogeneous coordinates for points & lines 

• Image homographies 

• Estimating homographies from point  
   correspondences 

• The autostitch algorithm  



Representing Pixels by Euclidean 2D Coordinates 

The “standard” (or Euclidean) 
representation of an image 
point is p is: 



Euclidean Coordinates  Homogeneous Coordinates 

The “standard” (or Euclidean) 
representation of an image 
point is p is: 

The Homogeneous (or 
Projective) representation of 
the same point is:  



2D Homogeneous Coordinates: Definition 



2D Homogeneous Coordinates: Definition 

Homogeneous coordinates 



2D Homogeneous Coordinates: Definition 

Note that the transformation is simply: 



2D Homogeneous Coordinates: Equality 



Homogeneous Coordinates  Euclidean Coordinates 



Homogeneous Coordinates  Euclidean Coordinates 



Homogeneous Coordinates  Euclidean Coordinates 



Points at ∞ in Homogeneous Coordinates 



Line Equations in Homogeneous Coordinates 



The Line Passing Through 2 Points 



Cross product in matrix form 

To compute the cross product using matrix multiplication do: 

where l1=[a, b, c]T 



The Point of Intersection of Two Lines 



Computing the Intersection of Parallel Lines 



Computing the Intersection of Parallel Lines 



Topic 11: 
 
Homographies & Image 
Mosaics 

• Introduction to image mosaicing  

• Homogeneous coordinates for points & lines 

• Image homographies 

• Estimating homographies from point  
   correspondences 

• The autostitch algorithm  



Linear Image Warps  



Linear Image Warps & Homographies 



Warping Images Using a Homography 



Warping Images Using a Homography 



Warping Images Using a Homography 



Warping Images Using a Homography 



Homographies & Image Mosaicing 



Homographies & Image Mosaicing 



Topic 11: 
 
Homographies & Image 
Mosaics 

• Introduction to image mosaicing  

• Homogeneous coordinates for points & lines 

• Image homographies 

• Estimating homographies from point  
   correspondences 

• The autostitch algorithm  



Homography Estimation: Basic Intuition 



Estimating Homographies from Point Correspondences 



Estimating Homographies from Point Correspondences 



Homography Estimation by Solving Linear System 

Given point correspondances X1 and X2 
and writing the homography H as: 
 
 
 
 
 
 
the homography can be estimated using 
least squares as Ah=0, where: 



Topic 11: 
 
Homographies & Image 
Mosaics 

• Introduction to image mosaicing  

• Homogeneous coordinates for points & lines 

• Image homographies 

• Estimating homographies from point  
   correspondences 

• The autostitch algorithm  



Feature-Based Image Matching 



Building Panoramic Image Mosaics 



#2:   How to turn math into pictures 

#1:   Yes, math IS useful in CS !! 

#5:   How to read research papers  

What You Will Take Away … 

#3:   Basics of image analysis &  

        manipulation  

#4:   How to code interactive tools 



Visual Computing Principles 

 Imaging essentials  

Understanding pixel intensity & color 
 

 Image representation & transformation 

Image  2D array of pixels  
 

Image  continuous 2D function  
 

Image  n-dimensional vector  
 

Hierarchical image representations  
 

 



What Comes Next… 


