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Speaker diarization & face clustering group similar tracks into one cluster.
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Conclusion & Future work
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For face recognition, unsupervised multimodal systems can be as good as
supervised monomodal approaches.

For speaker identification, visual modalities (face recogntion and optical
character recognition) bring significant improvements: every supervised
multimodal approach beats the monomodal oracle.

The whose name is spoken? modality will be added to the game in the future.

Existing systems rely on late fusion approaches.

Earlier fusion techniques will be investigated. y 4 e e V O C AP I A L.\i Q\: N DER i the fraction of
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