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• Architectures = inductive biases. We want models that are expressive and 

encode useful priors.

• MLPs: universal but weak priors → data-hungry; dense layers are compute-

heavy.

• CNN strengths: locality, translation equivariance, parameter sharing.

Limitations of MLPs 



• Long-range interactions are indirect (need many layers to grow receptive 

field).

• Harder to model relationships between far-apart regions (e.g., counting or 

matching distant objects).

• Motivation: We want data-dependent, global interactions without giving up 

parallelism.

Limitations of CNNs 



• Intuition: Let each token decide which other tokens to read from, and by how 

much.

• Data-dependent connectivity (dynamic receptive field).

• Fully parallel (matrix multiplies).

Attention



• Attention is permutation invariant, order of input tokens does not affect 

outcome 

• For images, this is a problem because then we do not know which token is 

where in the original image 

• Solution: add positional encoding 

Positional embeddings
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• Focus on self attention from lectures, starting from slide 57 

• Solution should be relatively straightforward and concise 

• Look at the class definitions,  try to use the attributes and functions already 

implemented 

Q8 part 1



• See Piazza post: https://piazza.com/class/me8t5l4u2tw4fm/post/16 

• Please be sure to answer the other parts of the question  

Q8 part 2

https://piazza.com/class/me8t5l4u2tw4fm/post/16
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