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Welcome to Embedded Ethics! 

1) Feel free to contribute, ask 
questions, etc.
2) Our goal is not to tell you 
what to think about ethical 
problems, but how to think 
about them. We want you to 
think about the principles that 
guide your own ethical/moral 
judgments.
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Warm-up activity

https://www.cs.toronto.edu/~lindell/teaching/420/slides/celebahq.html

Samples from CelebA-HQ Dataset
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Warm-up activity

https://www.cs.toronto.edu/~lindell/teaching/420/slides/celebahq.html

Small group discussions
• What groups are not represented in this dataset?
• What is this dataset not useful for? 
• What is this dataset useful for?



source images

stylized imagesreference

Image stylization with CelebA-HQ

[Choi et al. ‘20]
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Projecting images onto CelebA-HQ models

[Esser et al. ‘20]
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image generation in 2024
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reddit u/nwerdnerd
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reddit u/nwerdnerd
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image generation in 2025
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Part 1:
 

Bias in Datasets
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• Dataset bias is a known problem in object recognition datasets.
• A. Torralba & A. Efros, CVPR 2011

Object Recognition Dataset
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Object Recognition Dataset
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Object Recognition Dataset

- classifier to name the dataset of a random image from 12 datasets 
- trained on 1000 image from each dataset
- accuracy: 39% (much better than random guess, 1/12 = 8%)
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Torralba & Efros (CVPR 2011)

• Selection Bias
• Capture Bias

Object Recognition Dataset

- classifier to name the dataset of a random image from 12 datasets 
- trained on 1000 image from each dataset
- accuracy: 39% (much better than random guess, 1/12 = 8%)
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Torralba & Efros (CVPR 2011)

• Selection Bias
• Capture Bias
• Negative Set Bias

Object Recognition Dataset

- classifier to name the dataset of a random image from 12 datasets 
- trained on 1000 image from each dataset
- accuracy: 39% (much better than random guess, 1/12 = 8%)
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Torralba & Efros (CVPR 2011)

- Selection Bias
- Capture Bias
- Negative Set Bias

- Label error bias
          Some labels are wrong, but     
          what if the errors are not      
          random

Object Recognition Dataset



25

Torralba & Efros (CVPR 2011)

- Selection Bias
- Capture Bias
- Negative Set Bias

- Label error bias
          Some labels are wrong, but     
          what if the errors are not      
          random

- what are the negative side effects?

Object Recognition Dataset
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Object Recognition Dataset
Generalization Problem

Torralba & Efros
CVPR 2011

SUN

ImageNet

PASCAL

LabelMe

Caltech-101

MSRC
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Example on faces

FFHQ dataset (70K images from Flickr)
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Example on faces

FFHQ dataset (70K images from Flickr)



Example on faces

FFHQ dataset (70K images from Flickr)
[Maluleke et al. ‘22]



Example on faces

FairFace dataset
[Maluleke et al. ‘22]



31

Pre-trained facial analysis models do not perform well when evaluated on faces 
of older adults with cognitive of physical disability

Real-life Example (Facial Analysis)



Dataset bias still a problem today!

- very difficult to mitigate bias in large datasets
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Dataset bias still a problem today!

- very difficult to mitigate bias in large datasets

- biases of such datasets not well explored/understood

- model generalization is still an open research question
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Part 2:
 

Bias in Datasets: Mitigations
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Collect Better Datasets?

• All datasets are finite attempts at sampling a distribution
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• All datasets are finite attempts at sampling a distribution

• Deep learning models used to obtain SOTA results on standard 
benchmarks are typically trained on hundreds of thousands to 
billions of training examples
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Collect Better Datasets?

• All datasets are finite attempts at sampling a distribution

• Deep learning models used to obtain SOTA results on standard 
benchmarks are typically trained on hundreds of thousands to 
billions of training examples

• It is not always practical to collect representative examples of this 
size from various populations to include in the training data
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Other mitigation strategies

• Train on balanced dataset, 
finetune on biased dataset to 
reduce chances of overfitting
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Other mitigation strategies

• Train on balanced dataset, 
finetune on biased dataset to 
reduce chances of overfitting
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data to reduce sampling bias, 
increase size of dataset

• Data augmentation, re-balancing

• Evaluate on multiple datasets, 
balanced test sets 
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Other mitigation strategies

• Train on balanced dataset, 
finetune on biased dataset to 
reduce chances of overfitting

• Leverage labeled and unlabeled 
data to reduce sampling bias, 
increase size of dataset

• Data augmentation, re-balancing

• Evaluate on multiple datasets, 
balanced test sets 

• … (potentially many others!)
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It’s all about data, right?
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It’s all about data, right?

Do the models matter?
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It’s all about data, right?

Models / Algorithms / Hyperparameters / … matter too
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Part 3:
 

Bias in Datasets: Trade-offs
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Ideally we want an algorithm that is 100% 
accurate at classification, but this is seldom 
possible. 

Our algorithms will make mistakes, but we 
have some choices about which mistakes 
they will make. 
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One common tradeoff in making mistakes is between:

False positives: when the algorithm identifies someone 
as having X, but they do not have X

False negatives: when the algorithm identifies someone 
as not having X, but they do have X



Discussion Question
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In the following, is it more important to 
minimize false positives or false negatives?

1) Determining whether a mole is cancerous.
2) Determining whether someone has a fever, 
for COVID screening at an airport. 
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Worksheet: Part 1
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Correctly 
classified

Circles 20/25

Squares 20/25

Total 40/50

Shape classifier:
Square or Circle?

Classification: 
Square

Classification: 
Circle
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Shape classifier:
Square or Circle?

Classification: 
Square

Classification: 
Circle

Correctly 
classified

Unshaded 39/40

Squares 20/20
Circles 19/20

Shaded 1/10
Squares 0/5
Circles 1/5

Total 41/50
Slides 
version
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Shape classifier:
Square or Circle?

Classification: 
Square

Classification: 
Circle

Correctly 
classified

Unshaded 29/40

Squares 16/20
Circles 13/20

Shaded 5/10
Squares 2/5
Circles 3/5

Total 35/50



Discussion Question
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What are some machine learning 
techniques (beyond linear regression) 
that would improve performance for 
both shaded and unshaded shapes 
without compromising overall 
accuracy? 
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From COMPAS study: False Negatives / False Positives sometimes 
differ across subgroups even when total accuracy is the same
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Worksheet: Part 2
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Trade-offs: Should we prioritize overall 
accuracy or subgroup accuracy?
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The (Simple) Utilitarian Answer: 
Overall Accuracy

Philosopher John Stuart Mill:

Utilitarianism says that action is 
morally right when it maximizes good 
consequences (e.g. happiness) and 
minimizes bad consequences (e.g. 
pain)
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The (Simple) Utilitarian Answer: 
Overall Accuracy

Utilitarianism: you should minimize 
the total number of errors.

Every time you prioritize subgroup 
accuracy over overall accuracy, there 
are more errors (e.g. more 
misdiagnoses of cancerous moles -> 
more people getting cancer)
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The (Complex) Utilitarian Answer:
Sometimes Both

However, a utilitarian could also argue 
people from some subgroups are 
more vulnerable to harms from 
misdiagnoses. 



Discussion Question

65

Why might elderly or racialized 
individuals be more vulnerable to 
harms from misdiagnoses? 
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Other Possible Reasons to Prioritize Subgroup 
Accuracy: 

1. Have some subgroups suffered more harms 
already (so it would be unfair to give them more 
harms)? 
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Other Possible Reasons to Prioritize Subgroup 
Accuracy: 

2. Is the algorithm discriminatory towards 
subgroups?
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Other Possible Reasons to Prioritize Subgroup 
Accuracy: 

2. Is the algorithm discriminatory towards 
subgroups?

Some straightforward cases:
• The negative effect on the subgroup is intentional.
• The subgroup error is due to a subgroup being under-

represented in a dataset. 

But many would say that an algorithm can be 
discriminatory in other cases too. 
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Two Challenges for Theories 
of Discrimination: 

1. How do we distinguish 
discrimination from ordinary 

misclassification? 

2. What makes discrimination 
worse than ordinary 

misclassification?

Shape classifier:
Square or Circle?

Classification: 
Square

Classification: 
Circle



“Discrimination is a distinction which, whether 
intentional or not but based on grounds 
relating to personal characteristics of the 
individual or group, has an effect which 
imposes disadvantages not imposed upon 
others or which withholds or limits access to 
advantages available to other members of 
society.”  

Supreme Court of Canada, Andrews v. Law Society of 
British Columbia (1989)
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Some of the standard personal 
characteristics involved in 
discrimination:

• Gender identity
• Race
• Sexuality
• Disability
• Age

(In Canadian Law, these are called 
“enumerated grounds”.)
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To understand when an algorithm is 
discriminatory, we need to think about 
why discrimination is particularly 
wrong.

Philosophers actually have big 
disagreements about this! But here are 
some of their theories…
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Irrationality: Discrimination is 
wrong because it involves treating 
someone arbitrarily or “without 
rational justification”. (Cotter 
2006, 10)
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Immutability: Discrimination is 
wrong because it treats someone 
differently on the basis of an 
immutable trait, which is a trait that 
is “so central to a person’s identity 
that it would be abhorrent for 
government to penalize a person for 
refusing to change them, regardless 
of how easy that change might be 
physically” (Clarke 2015: 1)
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Demeaning: Discrimination 
is wrong because it 
involves demeaning 
another person, or 
expressing that that 
person has lower moral 
status because they 
belong to some group 
(Hellman 2018: 102)
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Discussion Question
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Do any of these considerations 
{irrationality, immutability, 
demeaningness} apply when 
someone is misdiagnosed because 
they are elderly or racialized? 
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Part 4:
 

The Law of Bias and Discrimination



As of October 2022, as part of Bill C-27, 
the Parliament of Canada is considering 
legislation that will regulate AI: the 
Artificial Intelligence and Data Act:

Anyone who processes data or makes it 
available for use must take steps to 
ensure it is anonymous.

Anyone who is responsible for a “high 
impact system” must take steps to 
identify, assess and mitigate the risks of 
harm or biased output. 
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Harm means

(a) physical or psychological harm to an individual;

(b) damage to an individual’s property; or

(c) economic loss to an individual.

biased output means content that is generated, or 
a decision, recommendation or prediction that is 
made, by an artificial intelligence system and that 
adversely differentiates, directly or indirectly and 
without justification, in relation to an individual on 
one or more of the prohibited grounds of 
discrimination set out in section 3 of the Canadian 
Human Rights Act, or on a combination of such 
prohibited grounds. 
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Every person who commits an offence 
under section 38 or 39

(a) is liable, on conviction on indictment,

(i) to a fine of not more than the greater of 
$25,000,000 and 5% of the person’s gross 
global revenues in its financial year before 
the one in which the person is sentenced, in 
the case of a person who is not an 
individual, and

(ii) to a fine in the discretion of the court or 
to a term of imprisonment of up to five 
years less a day, or to both, in the case of an 
individual; 
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Part 5:
Final Summary
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Final Summary

• There are many sources of bias in image processing 
and image understanding algorithms: in the datasets 
and in the algorithms themselves

• By being aware of the potential for bias, we can take 
some concrete steps to mitigate it. 

• Sometimes there may be trade-offs between overall 
accuracy and subgroup activity, and we need to 
think carefully in these cases about what to 
prioritize.
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