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Motivation Method and Model

Existing boundary extraction algorithms

perform worse on noisy input images: the - |
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Figure 1: Boundary extraction result as noise increases using L
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L >

« The extraction results can differ a lot even
across noisy samples of the same image with Transformer Block

the same noise level. / \

Thus, we hope to train a model that takes in

the boundary result of multiple noisy samples
of the same image and extracts the correct 4 N\ R 4 h 4 B
boundaries.
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Related Work

Boundary Extraction at Low SNR \ /

« [1] and [2] represent boundary elements as
“junctions” where boundaries meet and learn
junction representations. Experimenta| Results

« Trained on synthetic images, but it claims to
generalize well to real-world images.

Vision Transformer

« The vision transformer takes in patches of the
iInput images as “tokens” to learn their spatial
relationships.

« Motivation to apply attention to corresponding
patches of the noisy boundaries.
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