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New Technique

Experimental Results

For integrating outdoor pedestrian images into indoor backgrounds with high realism and computational efficiency we propose

combining mask refinement, telea inpainting and naïve light adjustment. This method can effectively replace the traditionally time-

consuming and computationally intensive seamless-cloning step (Step 1) used in Deep Image Blending [3]. We combine mask

refinement and telea inpainting with Step 2 of Deep Image Blending (DIB) to achieve this task.
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Two gradient based seamless cloning algorithms Laplacian [1]

& Poisson [2] blending have been widely in literature.

Laplacian Blending Technique

Poisson Blending Technique

Poisson image blending works to smoothen the intensity of the

blending boundary to make the transition seamless. It has a

hard time adapting to the texture of the background image as it

only focuses on the boundary.

Deep Image Blending

In 2020, Zhang et al introduce a new technique that blends a

source image to a target image in two steps. The

1st step utilizes a differentiable loss that mimics the Poisson

equation's objective along with content, style, TV (total

variation) and histogram loss. The 2nd step optimizes the

blended image on all the other losses except the Poisson

based loss [3].

Figure 3: Poisson equation put as an image interpolation problem

Figure 4: Deep Image Blending (DIB) Algorithm 
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Motivation
The integration of moving human detection in indoor

environments is crucial for enhancing virtual reality (VR)

experiences by preventing unnecessary collisions and

ensuring user safety. However, a significant challenge lies in

the lack of publicly available indoor pedestrian datasets. To

address this, our project focuses on developing a pipeline to

transform outdoor datasets into indoor equivalents.

We identified a gap in existing image blending techniques,

which rely heavily on hand-drawn masks—a time-consuming

and subjective process. This inspired us to create an

automated pipeline for data augmentation that eliminates the

need for manual intervention. Our approach achieves

seamless transformation from outdoor to indoor scenes,

enabling the generation of robust datasets for indoor human

detection.

By achieving the data augmentation phase, our project lays

the groundwork for scalable and efficient dataset creation,

paving the way for advancements in VR and indoor human

detection technologies.

Figure 1: Algorithm Design

Figure 5: Comparison of different blending techniques

Table 1: Analysis of fasterRcnnResnet50 with different 

augmented data for training

Figure 6: Bounding box comparisons of different models
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*Theoretical only. This is

the intended use but not

implemented due to pass

through API not being

public yet by Meta
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