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• Hyperspectral images are crucial for 
applications that require both spatial 
information and detailed spectral 
information. For example, in disease 
diagnosis, materials identification, and 
environmental monitoring.

• Effectiveness is limited due to low spatial 
resolution caused by physical constraints 
of sensors.

• High-resolution multispectral images 
(RGB) are often available alongside a 
corresponding low-resolution 
hyperspectral image. Various fusion-
based methods have been explored to 
merge a high-resolution multispectral 
image with a low-resolution hyperspectral 
image to obtain a high-resolution 
hyperspectral image.

• Zhang et al. introduced SSR-Net, a deep
CNN fusion model incorporating a spatial
edge loss and spectral edge loss. [1]

• Hu et al. introduced HSRnet, a deep 
CNN fusion network with separate 
spectral and spatial attention modules. [2]

• Xie et al. introduced MHF-Net, a model-
based deep learning method. The MS/HS
fusion model integrates generalization 
models of low-resolution images with low-
rank prior knowledge of high-resolution 
hyperspectral images. The network is 
then constructed by unfolding the 
proximal gradient algorithm. This has 
advantages in interpretability and 
generalization. [3]
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• HSRnet fails to capture high-frequency features.
• Dataset: CAVE hyperspectral image dataset [4]
• Training: All models were trained on the same dataset and 

hyperparameters (200 epochs, Adam optimizer with 1e-4 learning rate, 
NVIDIA RTX 4060, approx. 1-1.5 hours training time per model)

• We experiment with various frequency domain-based adjustments to
HSR-Net to improve frequency preservation.
1. High-Frequency Domain Loss Term: punish loss of high-frequency 

details.

2. Frequency Domain Fusion (FD-HSRnet): apply HSRnet to learn 
residuals in both the frequency domain and spatial domain.

Figure 1: Base HSR-Net Figure 2: Frequency Domain Fusion

Table 1: Average Performance Across 11 
Testing Images of the CAVE Dataset

Table 2: Average High-Frequency Performance 
Across 11 Testing Images of the CAVE Dataset

Low Resolution HSI Ground Truth HSRnet HSRnet + High-Freq Loss (0.2)

• HSRnet trained with a high-frequency domain loss term has greater 
performance than base HSRnet in all metrics, in both the raw images and 
high-pass filtered images.

Figure 3: Experimental Results on Unseen Images


