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• Background: In the context of modern 
muti-device sensing wireless networks, 
multi-view classification relying on the 
fusion of image features from multiple 
cameras is considered a promising 
objective detection technology.

• Challenge: Most recent methods deploy 
the AI models either on the edge devices 
or on the central server. However, on-
device inference causes huge 
computation overhead especially for deep 
neural networks, while on-server 
inference causes huge communication 
overhead by transmitting the high-
dimensional raw data.

• Goal: Develop an efficient multi-view 
classification approach that can be 
deployed in muti-device sensing wireless 
networks.

• System model:

• MVCNN (Multi-View Convolutional Neural 
Network) is a deep learning model that 
extracts features from multiple 2D views 
of a 3D object using CNNs, aggregates 
these features through methods like 
pooling, and performs classification [1,2].

• Split inference paradigm divides an AI 
model into two parts: one deployed on 
resource-limited devices for feature 
extraction, and the other at an edge 
server for completing the remaining 
computation-intensive inference task [3].

• AirComp (Over-the-air computation)
exploits the waveform-superposition 
property of a multi-access channel to 
realize over-the-air aggregation of 
extracted features simultaneously 
transmitted by multiple devices [4].
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• Signal Processing:

• Steps:
1. Pretrain the MVCNN model (RestNet-18) on a noise-free wireless channel.
2. Deploy the pretrained AI model on a noisy wireless channel.
3. Tune the AirComp factors α and β to implement average-pooling and max-

pooling for multi-view features aggregation.
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