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Related Work
MVCNN (Multi-View Convolutional Neural . Steps:

Network) is a deep learning model that
extracts features from multiple 2D views
of a 3D object using CNNs, aggregates 2. Deploy the pretrained Al model on a noisy wireless channel.
these features through methods like 3
pooling, and performs classification [1,2].

1. Pretrain the MVCNN model (RestNet-18) on a noise-free wireless channel.

Tune the AirComp factors a and 3 to implement average-pooling and max-
pooling for multi-view features aggregation.
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server for completing the remaining

computation-intensive inference task [3].
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