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Introduction Methodology

Background: Self-Supervised Learning is a way of We perform test-time fine-tuning in 3 ways.
training robust feature-extractors in the absence of e Naive Fine-tuning (FT)

labels e Elastic Weight Consolidation (EWC)

e Low-Rank Adaptatlon (LORA)
Motivation: Most test-time adaptation strategies on

OOD data assume that the pretrained feature
extractor is tuned on an SSL + supervised
objective. What if we try and do this process fully
self-supervised?
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Summary/Contribution: In this project, we apply
common fine tuning methods from other domains

(LoRA, EWC) to the DINO self-supervised training
framework and observe their effects.
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Datasets (ID/OOD):

e CIFAR-10/CIFAR-10.1 i el
e CAMELYON-17 (Harmful/not harmful) Vision Transformer (Vi) -
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Experimental Results

Observing distribution shift when fitting nearest-neighbor KNN

CIFAR10 classification results.

Camelyon17 classification results.
Val and Test show Top1 accuracy for 1ONN and 20NN classifiers. 4

Harmful and Not-Harmful show Top1 accuracy for 10NN and 20NN

classifiers.
Method Val Test
IONN 20NN | 10NN 20NN Method Harmful Not-Harmful
Base 87.16 87.19 | 76.70  76.75 10NN 20NN | JONN 20NN
Related Work Base 7315 722 | 7890 7028
Self-Superv_lsed Pre Tralnlng:_ N Naive fine-tuning results
e DINO [1] is a method of training vision
. . . CIFAR10 classification results with Naive finetuning.
transformers by aligning representations on
same-view augmented images between a Method Val | Test
Base 87. 1 6 75 ; 2 ool OFCIFAR-LD Featires color coced By classes o ° PCA of CIFAR-10.1 Features color coded by classes — R
student and teacher network, where the Pstiestbnoflbening Sed2 | 750 P = W i _n =
I Second iteration of finetunin 86.54 | 74.8 Lo
teacher network is an EMA of the student. e S | 7
Fourth iteration of finetuning  85.40 | 74.13 te. o el oty
) MR
Flne-tunlng under domain shift: Naive FT Camelyon17 classification results. 8;:’ :‘x:f
e LoRA[2] and EWC [3] are works that allow N
: : : : h mful : ful Pt 2o
you to finetune a network while operating with PP NN 20NN | 10NN 20NN
the constraint that your weights cannot move 10Epochs  73.21 7424 | 79.03  79.36 i
L . 20 Epochs  73.23 74.26 79.18 79.46 - Buiifinciont Compapark
too far from initialization. 30 Epochs 73.25 7427 | 79.25  79.53
40 Epochs  73.24  74.28 | 79.27 79.56
50 Epochs  73.24 74.29 | 79.27 79.57
Fine-tuning with SSL objectives:
e Recent work such as TTT++ [4] form the LoRA fine-tuning Results EWC Results
basis of the current state of the art of CIFAR10 classification results with LORA. W Gamelyonty cassiication resufs
self-supervised test-time-fine-tuning. This — — I NN 20NN | 1NN 20NN
work assumes access to the training labels, L 2 est 10Epochs 7321 7426 | 79.02  79.36
ch isn ble - Base 7.1 | 76,7 Depde BT 12| B0
which isn’t always feasible in some settings Sl PRk BEE | ven A T oo | DE DAL
(EX glgaplxel Imaglng) Rank-8 LoRA 85.8 75.0 50 Epochs 73.31 74.33 79.26 79.56
Conclusion:
We find that naive fine-tuning, LORA, and EWC either negatively impact the model (in the
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