
• We incorporated a geometry regulation term from unobserved viewpoints 
into 3D Gaussian Splatting to attain sparse input for 3D Gaussian Splatting.

• For each iteration, we sample an unobserved viewpoint camera, similar to 
how a pixel’s color is rendered, we calculate the expected depth at each 
pixel as 𝛼𝛼-blending of each gaussian’s depth. Hence, we’ll get a rendered 
depth image. We formulate our depth smoothness loss as: 

where                 is the expected depth at pixel 𝑖𝑖, 𝑗𝑗, 𝜃𝜃 is the model parameter
and      is the randomly sampled unobserved viewpoint camera.

Since the original loss in 3D Gaussian Splatting is ,
we define our total loss to be:
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• 3D Gaussian Splatting for Real-Time 
Radiance Field Rendering [1] is the latest 
and most powerful technique for novel-
view synthesis of scenes. However, it 
cannot handle sparse inputs. We find out 
that the geometry regularization 
introduced by RegNeRF [2] to be a 
potential solution, but the difference in the 
model structure and rendering method 
makes it not easily applicable to 3D 
Gaussian Splatting, Hence, we want to 
investigate a way to apply geometry 
regularization in RegNeRF to 3D 
Gaussian Splatting to handle spare 
inputs.

• The Neural Radiance Field (NeRF) is an 
emerging technique that employs a large 
Multi-Layer Perceptron (MLP) model for 
synthesizing realistic 3D scenes, 
optimizing a continuous 5D neural 
radiance field representation based on a 
set of input images [3]. Despite its 
success, NeRF has notable limitations. 
To address one of these shortcomings, 
RegNeRF [2] introduced a regularization 
approach specifically tailored for NeRF, 
aiming to improve geometry and color 
consistency with a reduced number of 
input views.

• 3D Gaussian Splatting [1] tackles 
challenges related to speed (in both 
training and rendering), scalability, and 
handling unbounded scenes. However, it 
utilizes a rasterizer for Gaussians in 
rendering which is different from the 
NeRF models, prompting the need for 
further exploration into regularization 
techniques in this context.
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Figure 1: model overview
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