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- Recover the high-resolution version of a image i3 )
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Single-Reference-based Super-Resolution (SRefSR)
* High-resolution reference provides additional
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Fusion Module

Part 1: Single-Reference-based Super-Resolution (SRefSR) Module

information for texture restoration * Align input and reference image spatially and semantically
* Only one reference supported + One LR image + Multiple HR reference images — Multiple SRefSR outputs
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« Utilize information from multiple references + Step 2: Globally Reference-Quality-based Weighted Averaging
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* Low computational cost \_ (The idea: higher overall weights for high-quality SRefSR output) Y,
Potential Applications: Video game scenes
« NVIDIA DLSS: Train separate SR neural 4 Experimental Results N\

networks for each video game
» Multiple HR texture patches readily available i )
+ Could use single model for any video game, Input Image HR Vitching  AMSA Input Image HR Coiching  AMSA
and save huge amount of computing resources
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SISR models
Convolutional Neural Networks

+ SRCNN [1], EDSR [2]

* Smooth reconstruction
Generative Adversarial Networks

« SRGAN [3] i

¢ Generate "fake" texture details I__gl-mn --m... Ilvn-?

» Texture details different from ground-truth oy -./ _,/ " o
SRefSR models

Convolutional Neural Networks
« CrossNet [4]
» Align reference and LR features

* Not specify suitable references (by similarity) m& & &

Similarity-Aware Deformable Convolution
- SSEN[5] Quantitative Evaluations
* Detect relevancy of reference -
* More robust with irrelevant references
» Performance still relies on reference choice
Dual zoomed observations with self-supervision
» SelfDZSR [6]

* When B, 8, = 0: Naive Fusion
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