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Question 1. [7 MARKS]

Circle the best answer for each of the questions below. Do not circle more than one answer per question.

Part (a) [1 MARK]

MIDTERM
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Which of the following is an issue pre- (A) They are not easily interpretable.
venting neural networks from being more (B) They don’t perform well in general.
widely used? (C) They don’t perform well on image-based tasks.
(D) They don’t perform well on sequence-based tasks.
E) They are not universal approximators.
( y pp
Part (b) [1 MARK]
Which of the following about the k-Nearest (A) Tt is always better to choose a smaller k.
Neighbour model is true? (B) A k-Nearest Neighbour model has exactly k trainable param-

eters.

(C) The training accuracy of a 3-Nearest Neighbour model is usu-
ally higher than a 1-Nearest Neighbour model.

(D) The decision boundary of a k-Nearest Neighbour is linear.

(E) As k increases, the bias (in the sense of bias-variance decom-
position) increases.

Part (c) [1 MARK]

Which of the following about logistic re- (A) If every training example is classified correctly, then the train-
gression is true? ing cost is zero.

(B) If every training example is classified incorrectly, then the
training cost is infinite.

(C) The training cost is always positive.

(D) The training cost is always negative.

(E) None of the above are true.

Part (d) [1 MARK]

Gradient descent and backpropagation are
used to update the following;:

(A) The activations only.

(B) The layers and activations.

(C) The layers only.

(D) The parameters and activations.
(E)

The parameters only.
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Part (e) [1 MARK]

This learning curve shows the epoch count
on the x-axis, and the error rate (100% mi-
nus accuracy rate) on the y-axis. What is
the most likely setting change in epochs
25 and 60 that could have produced this
learning curve shape?

a0
——= ResNet-50 train
55 — ResNet-50 val
50 === SE-ResMNet-50 train
—— 5SE-ResNet-50 val
— 45
2
G 40
T
— 35
o
o
F 30
25 — _"
20
15 20 40 60 80 100
epochs

Part (f) [1 MARK]

Which of the following does not help pre-
vent overfitting?

Part (g) [l MARK]

What activation function is this?

1.(1—/

0.5 -ff

—10 -5 I 5 10
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The learning rate was decreased.
The learning rate was increased.

(A)

(B)

(C) The batch size was increased.
(D) The batch size was decreased.
(E)

Weight decay was introduced.

(A) Decreasing the number of hidden units in a multi-layer percep-
tron.

Using a larger training set.

Using a smaller batch size.

Using stochastic gradient descent with momentum.
Both (C) and (D).

(A) ReLU
(B) tanh
(C) sigmoid
(D) softmax
(E)

None of the above.
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Question 2. [8 MARKS]

Suppose we somehow know that the weights for a two-dimensional regression problem should sum up to
1, so that wy = m and wy = 1 — m. That is, the output y should be a weighted average of the inputs z;
and 9. The model and loss function are as follows:

wpr =m

wy=1—m

Y = wiT1 + wak2
1

L=_—(y—t)?
5 =1

Part (a) [3 MARKS]

Determine the backprop update rules which let you compute the derivative %. Your equations should

refer to previously computed values (e.g. your formula for wy should refer to 7). You do not need to show
your work, but it may help you get partial credit.
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Part (b) [1 MARK]
Suppose we would like to penalize values of m far away from %, so our regularized loss function becomes

L=3(y—t)?+ X3 —m)% How would this modification change your answers from part (a)?
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Part (c) [4 MARKS]

We would like to use (full batch) gradient descent with momentum to optimize m. Explain how we can
do so, assuming that there is a function you can call to compute g—i Write enough detail so that someone

can code an algorithm based on your explanation.
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Question 3. [7 MARKS]

For this question, we will work with the following 3 x 3 convolutional kernel.

05 |10 | 1.0
-0.5 {00 |05
05 |00 |-0.5

Part (a) [3 MARKS]

What is the output if we apply the above convolution on the following input, with the stride set to 2
and padding set to 17 Assume that the bias is 0, and that the number of input and output channels
are both 1. Draw the output feature map, clearly showing the shape of the output feature map, and each
unit’s value.
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Part (b) [2 MARKS]

How many parameters are in the PyTorch layer:
nn.Conv2d (in_channels=5, out_channels=10, kernel_size=3, stride=2, padding=0)?

Part (c) [1 MARK]

How many parameters are in the PyTorch layer nn.MaxPool2d (kernel_size=2, stride=2)7

Part (d) [1 MARK]

How many parameters are in the PyTorch layer nn.Linear (in_features=3, out_features=7)?
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Question 4. [4 MARKS]

Part (a) [2 MARKS]

Consider the sign function sign(z) = %I Explain why we can’t use this function as an activation function

to train a multi-layer perceptron.

Part (b) [2 MARKS]

What does the term “checkpointing” mean in the context of neural network training? How does “check-
pointing” relate to the prevention of overfitting?
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Question 5. [4 MARKS]
Part (a) [1 MARK]
What is a saddle point?

Part (b) [3 MARKS]

Show that in a multi-layer perceptron, the origin in the parameter-space is a saddle point. In other words,
show that the point in the parameter space where all our weights are biases are zero is a saddle point of
the cost function.

Assume the ReLU activations are used, so that each layer’s computation is as follows:

20 — R k=1) | pk)
h® = ReLU(z"))
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[Use the space below for rough work. This page will not be marked unless you clearly indicate the part of
your work that you want us to mark./
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Page 10 of 7 END OF TEST



