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LMs and Information Theory

•LMs may be evaluated extrinsically through their 
embedded performance on other tasks

•An LM may be evaluated intrinsically according to 
how accurately it predicts language

• Information Theory was developed in the 1940s for 
data compression and transmission

•Many of the concepts, chiefly entropy, apply directly 
to LMs
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Information

• Imagine Darth Vader is about to say either “yes” or 
“no” with equal probability.  
• You don’t know what he’ll say.

•You have a certain amount of uncertainty – a lack of 
information.

Darth Vader is © Disney
And the prequels and Rey/Finn Star Wars suck
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Information
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Information

• Imagine communicating the outcome in binary

•The amount of information is the size of the message

•What’s the minimum, average number of bits needed 
to encode any outcome?

•Answer: 1

•Example:

“NO”“YES”

10  
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Information

 

“NO”“YES”

10

 

10 10

“Sure”“Maybe”
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Information
• Imagine Darth Vader is about to roll a fair die.

•You have more uncertainty about an event because 
there are more (equally probable) possibilities.

•You receive more information when you observe it.

•You are more surprised by any given outcome.
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Information can be additive
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Events with unequal information

• Events are not always equally likely

• Surprisal will therefore be dependent on the event

• How surprising is the distribution overall?

• Suppose you still have 6 
outcomes that are possible – but 
you’re fairly sure it will be ‘No’.

• We expect to be less surprised on 
average
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Entropy
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Entropy – examples
 

 

There is less average uncertainty when the 
probabilities are ‘skewed’.
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Entropy characterizes the distribution

 

High Low

CSC401/2511 – Spring 2026

Medium



14

Bounds on entropy

 

0
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Coding with fewer bits is better
• If we want to transmit Vader’s words efficiently, we can 

encode them so that more probable words require fewer bits.

• On average, fewer bits will need to be transmitted. 
Word
(sorted)

Linear 
Code

Probabil
ity

Huffman 
Code

No 000 0.7 0

Yes 001 0.1 100

Destiny 010 0.07 101

Darkside 011 0.06 110

Maybe 100 0.04 1111

Sure 101 0.03 1110
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The entropy rate of language
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Entropy of several variables

 

17
Example from Roni Rosenfeld 
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Joint entropy

• Joint Entropy: n. the average amount of information needed 
to specify multiple variables simultaneously.

 

• Hint: this is very similar to univariate entropy – we just replace 
univariate probabilities with joint probabilities and sum over 
everything.
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Entropy of several variables

 

19

cold mild hot

dry 0.1 0.4 0.1 0.6

wet 0.2 0.1 0.1 0.4

0.3 0.5 0.2 1.0
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Entropy given knowledge
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Conditional entropy

• Conditional entropy: n. the average amount of information 
needed to specify one variable given 

that you know another.

 

• Comment: this is the expectation of H(Y|X), w.r.t. x.
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Entropy given knowledge

 

cold mild hot

dry 0.1 0.4 0.1 0.6

wet 0.2 0.1 0.1 0.4

0.3 0.5 0.2 1.0

cold mild hot

dry 0.1/0.6 0.4/0.6 0.1/0.6 1.0

wet 0.2/0.4 0.1/0.4 0.1/0.4 1.0
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Entropy given knowledge

 

cold mild hot

dry 1/6 2/3 1/6 1.0

wet 1/2 1/4 1/4 1.0

 

0.6 0.4
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Equivocation removes uncertainty

 
Entropy (i.e., confusion) about 
temperature is reduced if we know
how wet it is outside.
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● 
 

 

mild hot

0.1/0.3 0.4/0.5 0.1/0.2

wet 0.2/0.3 0.1/0.5 0.1/0.2

1.0 1.0 1.0
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A little bit of knowledge still removes 
uncertainty, but …
 

Previously 
computed
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Mutual information

• Mutual information: n. the average amount of information 
shared between variables.
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Relations between entropies

H(X|Y) H(Y|X)I(X;Y)

H(Y)
H(X)

H(X,Y)
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Returning to language
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Cross-entropy
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Estimating cross-entropy

 

= Negative Log Likelihood (NLL)
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Quantifying the approximation
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Quick Recap
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• Information

• Entropy, Entropy Rate

• Joint Entropy, Conditional Entropy

• Mutual Information

• Cross-entropy
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Relatedness of two distributions

• How similar are two probability distributions?

• e.g., Distribution P learned from Kylo Ren
Distribution Q learned from Darth Vader

P Q

Words Words

Pr
o

b
ab

ili
ty

Pr
o

b
ab

ili
ty
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Relatedness of two distributions

• An optimal code based on Vader (Q) instead of Kylo (P) will 
be less efficient at coding symbols that Kylo will say.

•What is the average number of extra bits required to code 
symbols from P when using a code based on Q?

P Q

Words Words

Pr
o

b
ab

ili
ty

Pr
o

b
ab

ili
ty
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Kullback-Leibler divergence
 

P Q

Words Words

Pr
o

b
ab

ili
ty

Pr
o

b
ab

ili
ty

CSC401/2511 – Spring 2026



37

Kullback-Leibler divergence
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KL and cross-entropy
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Perplexity
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Perplexity (per token)
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Decisions
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Deciding what we know
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Statistical significance testing
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Null hypothesis and p-value
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Statistical tests

 

Test Example use case

Two-sided, 
one-sample 𝑡 test

𝑋 ̅∼𝒩(𝜇,𝜎) for known 𝜇, unknown 
𝜎

One-sided, 
two-sample 𝑡 test

𝐴 ̅∼𝒩(𝜇_𝐴,𝜎), 𝐵 ̅∼𝒩(𝜇_𝐵,𝜎) for 
unknown 𝜇_𝐴,𝜇_𝐵,𝜎 where  
𝜇_𝐴≤𝜇_𝐵 (or 𝜇_𝐴≥𝜇_𝐵)

One-way ANOVA Whether network architecture 
predicts accuracy

One-sided Mann 
Whitney U test
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Pitfall 1: parametric assumptions
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Pitfall 2: multiple comparisons
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Pitfall 3: effect size
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More information

• This is a cursory introduction to experimental statistics and 
hypothesis testing

• You should be aware of their key concepts and some of their 
pitfalls

• Before you run your own experiments:

• Take STA248 “Statistics for computer scientists”

• Look up stats packages for R, Python

• Read a book, e.g.:
• Using multivariate statistics, 7th ed., Tabachnick, Pearson; 2019.

• Categorical Data Analysis, 3rd ed., Agresti, Wiley, 2013.

• Ask a statistician for help
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Appendix

Everything beyond this slide is not on the exam.
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Samples, events, and probabilities
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Random variables
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PMFs and laziness
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Expected value
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Expected value - examples

 

2 3 4 5 6 7 8 9 10 11 12

{1,1} {2,1}
{1,2}

{3,1}
{2,2}
{1,3}

{4,1}
{3,2}
{2,3}
{1,4}

{5,1}
{4,2}
{3,3}
{2,4}
{1,5}

{6,1}
{5,2}
{4,3}
{3,4}
{2,5}
{1,6}

{6,2}
{5,3}
{4,4}
{3,5}
{2,6}

{6,3}
{5,4}
{4,5}
{3,6}

{6,4}
{5,5}
{4,6}

{6,5}
{5,6}

{6,6}
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