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Abstract. This paper describes an approach for tracking rigid and articulated objects using a view-based repre-
sentation. The approach builds on and extends work on eigenspace representations, robust estimation techniques,
and parameterized optical flow estimation. First, we note that the least-squares image reconstruction of standard
eigenspace techniques has a number of problems and we reformulate the reconstruction problem as one of robust
estimation. Second we define a “subspace constancy assumption” that allows us to exploit techniques for para-
meterized optical flow estimation to solve for both the view of an object and the affine transformation between
the eigenspace and the image. To account for large affine transformations between the eigenspace and the im-
age we define a multi-scale eigenspace representation and a coarse-to-fine matching strategy. Finally, we use
these techniques to track objects over long image sequences in which the objects simultaneously undergo both
affine image motions and changes of view. In particular we use this “EigenTracking” technique to track and
recognize the gestures of a moving hand.
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1. Introduction

This paper addresses the problem of tracking a previ-
ously viewed object in an image sequence as the view
of the object changes due to its motion or the motion of
the camera. Traditional optical flow techniques treat an
image region simply as moving “stuff” (Adelson and
Bergen, 1991) and hence cannot distinguish between
changes in viewpoint or configuration of the object and
changes in position relative to the camera. Trackers that
use templates of one form or another have a notion of

∗Also: Canadian Institute for Advanced Research.

the “thing” being tracked, but if the view changes sig-
nificantly then the “thing” is no longer the same and
tracking can fail. Recovering 3D motion or tracking
a 3D model of an object are possible alternatives for
tracking rigid objects, but for tracking and recognizing
moving articulated objects such as human hands these
solutions are computationally expensive. We would
prefer the computational simplicity of working with
2D image-based models but we need to extend them
to account for changing views or changing structure.
We would like a view-based representation (or model)
of objects with a small set of views and a method that
will take an image and find both the view of the object
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and the transformation that maps the image onto the
model. To achieve this, we combine lines of research
from object recognition using eigenspaces, parameter-
ized optical flow models, and robust estimation tech-
niques into a novel method for tracking objects using
a view-based representation.

View-based, or appearance-based, object represen-
tations have found a number of expressions in the com-
puter vision literature, in particular in the work on
eigenspace representations (Murase and Nayar, 1995;
Turk and Pentland, 1991). Eigenspace representations
can provide a compact approximate encoding of a large
set of images in terms of a small number of orthogonal
basis images. These basis images span a subspace of
the training set called the eigenspace and a linear com-
bination of these images can be used to approximately
reconstruct any of the training images. Previous work
on eigenspace representations has focused on the prob-
lem of object recognition and has only peripherally
addressed the problem of tracking objects over time.
Additionally, these eigenspace reconstruction methods
are not invariant to image transformations such as trans-
lation, scaling, and rotation. Previous approaches have
typically assumed that the object of interest can be lo-
cated in the scene, segmented, and transformed into a
canonical form for matching with the eigenspace. In
this paper we generalize and extend the previous work
in the area to ameliorate some of these problems.

There are three primary observations underlying this
work. First, standard eigenspace techniques rely on a
least-squares fit between an image and the eigenspace
(Murase and Nayar, 1995), and this can lead to poor
results when there is structured noise in the input image.
We reformulate the eigenspace matching problem as
one of robust estimation and show how it overcomes
some of the problems of the least-squares approach.
This makes eigenspace methods more practical in that
they can cope with problems in which the standard
least-squares formulation gives erroneous results.

Second, we observe that rather than try to represent
all possible views of an object from all possible view-
ing positions, it is more practical to represent a smaller
set of canonical views and allow a parameterized trans-
formation (e.g., affine) between an input image and the
eigenspace. What this implies is that matching using
an eigenspace representation involves both estimating
the view of object as well as the transformation that
takes this view into the image. This allows amultiple-
views plus transformationmodel of object recognition
(Tarr and Pinker, 1989). We formulate this problem

in a robust estimation framework and solve for both
the view and the transformation. For a particular view
of an object we define asubspace constancy assump-
tion between the eigenspace and the image. This is
analogous to the “brightness constancy assumption”
used in optical flow estimation and it allows us to ex-
ploit parameterized optical flow techniques to recover
the transformation between the eigenspace and the im-
age. Recovering the view and transformation requires
solving a nonlinear optimization problem which we
minimize using gradient descent with a continuation
method. To account for large transformations between
model and image we define a multi-scale eigenspace
representation (the EigenPyramid) and a coarse-to-fine
matching scheme.

Third we note that the above techniques can be used
to track previously viewed objects that are undergo-
ing rigid motions with respect to the camera as well
as significant changes in viewpoint. Unlike some ob-
ject recognition tasks, in tracking applications one has
a prediction of the object location in a given frame.
Given a rough prediction, the optimization technique
we define for parameterized eigenspace matching can
refine the transformation between the eigenspace and
the image, effectively tracking the object. This ap-
proach, which we callEigenTracking, can be applied
to both rigid and simple articulated objects and can
be used for object and gesture recognition in video
sequences.

The following two sections review related work
on object recognition, motion estimation, and track-
ing. Section 4 develops the robust subspace projection
framework and Section 5 extends this framework to
allow parameterized transformations between the im-
age and the eigenspace. Section 6 shows how these
techniques can be used to solve interesting tracking
problems in long image sequences. Examples and re-
sults with natural images are provided to illustrate the
ideas throughout the paper.

2. Related Work

Various representations and mechanisms have been
proposed for object recognition ranging from ap-
proaches based on object-centered structural des-
criptions to those that emphasize visual appear-
ance. Eigenspaces are one promising candidate for
an appearance-based object representation. While
eigenspace approaches are based on the well known
“principal component analysis”, there are still some
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technical problems that need to be solved before these
techniques can be widely applied. We consider four of
these problems in turn.

First the position, orientation, and scale of the ob-
ject within the given image must be estimated. It is
either assumed that the object can be detected by sim-
ple thresholding (Murase and Nayar, 1995), through
some other feature detection process (Moghaddam and
Pentland, 1995), or through global search (Moghaddam
and Pentland, 1995; Turk and Pentland, 1991). Turk
and Pentland (1991) showed that eigenspace matching
could be used to perform a global search under transla-
tion simply by comparing the eigenspace with the in-
put image at every image location. This amounts to a
correlation-style matching. Moghaddam and Pentland
(1995) extended this global search idea to include scale
in a straightforward way by matching the input at dif-
ferent scales using the standard eigenspace approach.
These exhaustive search techniques may be used to
provide a coarse initial guess about the transformation
between the eigenspace and the image. This can then be
refined using our continuous optimization technique.

Second the object must be segmented from the back-
ground so that the reconstruction and recognition is
based on the object and not the appearance of the
background. We present a robust formulation of the
eigenspace matching problem that can tolerate struc-
tured noise (for example, from the background) and
still reconstruct the object.

Third, in addition to locating and segmenting the
object, it must also be transformed into some canon-
ical form for matching. For example, face databases
typically store representations of people’s heads in the
standard upright orientation at a particular scale. If a
test image contains a head that is tilted and at a differ-
ent scale, the image must first be transformed into the
canonical position (Moghaddam and Pentland, 1995).
In previous work this has been viewed as a prepro-
cessing step. We will show how the problem can be
formulated and solved using the eigenspace represen-
tation itself.

Murase and Nayar (1995) took a different approach.
While they still preprocessed their images to segment
them and normalize their size, they did not try to
“rotate” their objects into some canonical orientation.
Rather, they constructed their eigenspace from a train-
ing set that contained images of the object from a dense
sampling of viewpoints. The linear combination of ba-
sis vectors is computed for each image in the training
set by projecting the images onto the eigenspace. These

coefficients define a manifold that is parameterized by
the view of the object (i.e., its pose). The pose of an in-
put image can then be determined by finding the point
on the manifold nearest to where its projection lies.
This information can be used by a robot to actively
track a moving object by moving to maintain a partic-
ular view (Nayar et al., 1994). In related work, Bobick
and Wilson (1995) represent hand gestures using com-
puted trajectories in the space of the eigenspace co-
efficients. Similarly, Bregler and Omohundro (1994)
learn manifolds in the eigenspace projections of lip
sequences.

Our approach is quite different. Rather than try
to represent every possible view in the eigenspace,
or learn surfaces in the eigenspace that interpolate
between views, we represent views from only a few
orientations. We can recognize objects in other orienta-
tions by recovering a parameterized transformation (or
warp) between the image and the eigenspace. This is
consistent with the model of human object recognition
proposed by Tarr and Pinker (1989) which suggests that
objects are represented by a set of views corresponding
to familiar orientations and that new views are trans-
formed to one of these stored views for recognition.

Finally, we are interested in tracking objects over
time. Turk and Pentland (1991) proposed tracking faces
using a simple motion-based tracking algorithm. When
a face was localized then it could be checked against
the eigenspace to make sure it was actually a face.
Murase and Nayar (1995) also mention tracking but as-
sume that tracking has already been achieved through
a simple segmentation algorithm. What these previous
approaches have failed to exploit is that the eigenspace
itself provides a representation (i.e., an image) of the
object that can be used for tracking. We exploit our ro-
bust parameterized matching scheme to perform track-
ing of objects undergoing affine image distortions and
changes of view.

Traditional tracking approaches often use techniques
such as normalized correlation or template matching.
Such approaches are typically limited to situations in
which the image motion of the object is simple (e.g.,
translation) and the viewpoint of the object is either
fixed or changing slowly. Darrell and Pentland (1993)
extended these tracking approaches to allow a set of
learned views for an object. Unlike eigenspace ap-
proaches, they represented these views individually
and used correlation hardware to perform a brute-force
match between all the stored views and the input im-
ages.
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Parameterized optical flow techniques (Bergen et al.,
1992) represent image motion in terms of some low-
order polynomial (e.g., an affine transformation) and
have proved to be useful for tracking objects un-
dergoing a variety of rigid transformations (Black
and Yacoob, 1995). Being purely image based, these
techniques cannot cope with situations in which the
viewpoint of the object changes over time. Changes in
viewpoint will be represented as optical flow and if the
initial view completely disappears, tracking will fail.

Recent work by Hager and Belhumeur (1996) ex-
tends an affine tracking scheme to deal with chang-
ing illumination using a method similar in spirit to the
one described here. To track an object under changing
illumination they first view the object (in a single pose)
under various lighting conditions. They then construct
a set of basis images from which they can approximate
the object viewed under any illumination. They then
simultaneously solve for the affine motion of the object
and the illumination. They use a novel motion formu-
lation and can track objects under varying illumination
in real time. Unlike the EigenTracking approach de-
scribed here, they do not track objects that are also
changing in viewpoint and it may be more difficult to
achieve real-time performance in this case. Their real-
time performance is achieved by pre-computing “mo-
tion templates” which are the product of the spatial
derivatives of the reference image to be tracked and a
set of motion fields. If the eigenspace to be tracked
contains multiple views of an object, or multiple ob-
jects, then it is not clear whether this pre-computation
of motion templates is feasible.

A popular set of approaches for tracking objects un-
der changing views employs 3D models of the objects
being tracked. Such 3D schemes work well for track-
ing rigid objects such as cars that are relatively simple
to model (for example, Koller et al., 1993). For artic-
ulated objects such as hands these approaches become
much more complex (Rehg and Kanade, 1995). For
many objects it may not be straightforward to construct
3D models and one would like to be able to build the
object models automatically. Furthermore, such mod-
els encode the structure of the object but not necessarily
its appearance and, for some objects, the markings or
texture may be more salient than their 3D shape.

Image-based tracking schemes that emphasize learn-
ing of views or motion have focused on region con-
tours (Baumberg and Hogg, 1994; Blake et al., 1994;
Cootes et al., 1992; Kervrann and Heitz, 1994). In par-
ticular, Baumberg and Hogg (1994) track articulated

objects by first computing a silhouette of the object
via image differencing. They fit a spline to the ob-
ject’s outline and the knot points of the spline form the
representation of the current view. They learn a view-
based representation of people walking by computing
an eigenspace representation of the knot points over
many training images. Tracking an object amounts to
projecting the knot points of a particular view onto the
eigenspace. As with the other eigenspace approaches
the spline-based representation must be normalized for
training and recognition. Our work differs from that
of Baumberg and Hogg in that we use the brightness
values corresponding to image region rather than its
outline and we allow parameterized transformations of
the input data in place of the standard preprocessing
normalization.

Recently a number of authors have combined de-
formation information with eigenspace approaches
(Beymer, 1996; Hallinan, 1995; Nastar et al., 1996)
for recognition but not tracking. These approaches fo-
cus on the problem of recognizing or reconstructing
faces from a learned set of face images. The approaches
model information about the allowed types of deforma-
tions between human faces. To recognize a new face
image they simultaneously solve for the optimal com-
bination of basis faces and deformation which recon-
structs the input. In particular Hallinan’s method, while
used in a different context, has much in common with
the formulation described here.

Also recently, Leonardis and Bischof (1996) have
proposed a robust eigenspace matching method simi-
lar to ours. They use a hypothesize and test approach
rather than our continuous formulation and do not ad-
dress parameterized transformations or tracking.

3. Eigenspace Approaches

Given a set of images, eigenspace approaches construct
a small set of basis images that characterize the majority
of the variation in the training set and can be used to
approximate any of the training images. For eachn×m
image in a training set ofp images we construct a 1D
column vector by scanning the image in the standard
lexicographic order. Each of these 1D vectors becomes
a column in anm× p matrix A. We assume that the
number of training images,p, is less than the number of
pixels,nm and we use Singular Value Decomposition
(SVD)1 to decompose the matrixA as

A = U6VT . (1)
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U is an orthogonal matrix of the same size asA repre-
senting the principal component directions in the train-
ing set. 6 is a diagonal matrix with singular values
σ1, σ2, . . . , σp sorted in decreasing order along the di-
agonal. Thep × p orthogonal matrixVT encodes the
coefficients to be used in expanding each column ofA
in terms of the principal component directions.

If the singular valuesσk, for k ≥ t for somet , are
small then, since the columns ofU are orthonormal,
we can approximate some newnm× 1 vectoreas

e∗ =
t∑

i =1

ci Ui , (2)

where theci are scalar values that can be computed by
taking the dot product ofe and the columnUi . This
amounts to a projection of the input image,e, onto the
subspace defined by the firstt basis vectors.

For illustration we constructed an eigenspace rep-
resentation for soda cans. Figure 1 (top row) shows
some example soda can images in the training set. The
training set contained 200 images of Coke and 7UP
cans viewed from the side. These training images are
121× 227 pixels in size. The eigenspace was con-
structed as described above and the first few principal
components are shown in the bottom row of Fig. 1.

Due to the high frequency structure in the texture on
the soda cans, the training images are not particularly
well modeled using a linear subspace. To reconstruct
the images accurately enough for tracking requires the

Figure 1. Sample images from the soda can training set are shown along with the first eight principal components.

use of 50 principal components (a relatively high num-
ber). Faces of different people, on the other hand, have
much more in common than the different views than
the soda cans used in our experiments. Eigenspace ap-
proaches work in either case, but the compactness of
the encoding will depend on the structure of the training
images.

4. Robust Matching

The eigenspace defined in the previous section can be
thought of as a compact view-based object representa-
tion that is learned from a set of input images. Previ-
ously observed views of an object can be approximated
by a linear combination of the basis vectors. This can
be thought of as “matching” between the eigenspace
and the image. This section describes how this match-
ing process can be made robust.

Let ebe an input image, written as anm× 1 vector,
that we wish to match to the eigenspace. Recall that
traditional eigenspace methods construct an approxi-
mation,e∗, to the input imageeas

e∗ =
t∑

i =1

ci Ui ,

where eachci is computed by taking the dot product ofe
with Ui . This approximation corresponds to the least-
squares estimate of theci (Murase and Nayar, 1995;
Strang, 1976). In other words, theci are those that
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give a reconstructed image that minimizes the squared
error E(c) betweene ande∗ summed over the entire
image:

E(c) =
n×m∑
j =1

(ej − e∗
j )

2,

=
n×m∑
j =1

(
ej −

(
t∑

i =1

ci Ui, j

))2

. (3)

This least-squares approximation works well when the
input images have clearly segmented objects that look
roughly like those used to build the eigenspace. But
it is commonly known that least-squares is sensitive to
gross errors, or “outliers” (Hampel et al., 1986), and
it is easy to construct situations in which the standard
eigenspace reconstruction is a poor approximation to
the input data. In particular, if the input image contains
structured noise (e.g., from the background) that can
be represented by the eigenspace then there may be
multiple possible matches between the image and the
eigenspace and the least-squares solution will return
some combination of these views. Typically this will
result in a blurry or noisy reconstruction.

For example consider the very simple training set in
Figs. 2(a) and (b). The basis vectors in the eigenspace
are shown in Figs. 2(c) and (d).2 Now, consider the test
image in Fig. 3(a) which does not look the same as

Figure 2. A simple example. (a, b): Training images. (c, d): Eigenspace basis images.

Figure 3. Reconstruction. (a): New test image. (b): Least-squares reconstruction. (c): Robust reconstruction. (d): Outliers (shown as black
pixels).

either of the training images. The least-squares recon-
struction shown in Fig. 3(b) attempts to account for all
the data and hence partially recovers the horizontal bar
to account for the data on the right of the vertical bar. In
doing so, there is no way to fully account for the verti-
cal bar using a linear combination of the basis images.
The robust formulation described below recovers the
dominant feature which is the vertical bar (as shown
in Fig. 3(c) and to do so, treats the data to the right as
outliers (shown in black in Fig. 3(d)).

To robustly estimate the coefficientsc we replace
the quadratic error norm in Eq. (3) with a robust error
norm,ρ, and minimize

E(c) =
n×m∑
j =1

ρ

((
ej −

(
t∑

i =1

ci Ui, j

))
, σ

)
. (4)

whereσ is a scale parameter. For the experiments in
this paper we takeρ to be

ρ(x, σ ) = x2

σ 2 + x2
,

∂

∂x
ρ(x, σ ) = ψ(x, σ ) = 2xσ 2

(σ 2 + x2)2
,

which is a robust error norm that has been used exten-
sively for optical flow estimation (Black and Anandan,
1993, 1996). The shape of the function, as shown in
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Figure 4. Robust error norm (ρ) and its derivative (ψ).

Fig. 4, is such that it “rejects”, or downweights, large
residual errors. The functionψ(x, σ ), also shown in
Fig. 4, is the derivative ofρ and characterizes the in-
fluence of the residuals (Hampel et al., 1986). As the
magnitudes of residuals(ej − e∗

j ) grow beyond a point
their influence on the solution begins to decrease and
the value ofρ(·) approaches a constant.

The valueσ is a scale parameter that affects the point
at which the influence of outliers begins to decrease.
By examining theψ-function we see that this “outlier
rejection” begins where the second derivative ofρ is
zero. For the error norm used here, this means that
those residuals where

|(ej − e∗
j )| > σ/

√
3

have reduced influence on the solution and can be
viewed as outliers. The value ofσ can also be esti-
mated from the data (Rousseeuw and Leroy, 1987).

The computation of the coefficientsc now involves
the minimization of the nonlinear function in Eq. (4).
We perform this minimization using a simple gradient
descent scheme with a continuation method that begins
with a high value forσ and lowers it during the mini-
mization (see Black and Anandan, 1993, 1996 and the
Appendix for details). The effect of this procedure is
that initially no data are rejected as outliers then grad-
ually the influence of outliers is reduced.

Robust estimation approaches such as this can be
characterized by their “breakdown point” which is
the percentage of outliers that they can tolerate before
the solution can be made arbitrarily bad. One fact about
M-estimation, such as the one here, is that the break-
down point is less than 1/(t +1) wheret is the number
of parameters to be estimated (Li, 1985). So as the
number of parameters increases, the robustness of the
method decreases. In our experiments we used up to
50 basis vectors and six affine parameters (as described
in the next section) and therefore one might expect that
the approach will not be very robust. However in our

experiments we have observed breakdown points of
roughly 35–45% which is in line with the robust esti-
mation of a single parameter rather than 56 parameters.
This discrepancy deserves further study but we suspect
that it is due to the large amount of data available for
fitting within a single sub-image.

4.1. Outliers and Multiple Matches

As we saw in Fig. 3 it is possible for an input image
to contain a brightness pattern that is not well repre-
sented by any single “view”. Given a robust match that
recovers the “dominant” structure in the input image,
we can detect those points that were treated as outliers.
We define an outlier vector, or “mask”,m as

mj =
{

0 |(ej − e∗
j )| ≤ σ/

√
3

1 otherwise.

If a robust match results in a significant number of
outliers, then additional matches can be found by min-
imizing

E(c) =
n×m∑
j =1

mj ρ

((
ej −

(
t∑

i =1

ci Ui, j

))
, σ

)
. (5)

Alternatively one could adopt a mixture-model for-
mulation (Jepson and Black, 1993; McLachlan and
Basford, 1988; Saund, 1995) and recover multiple
sets of coefficients simultaneously. Note that this use
of mixture models for matching differs from that of
Moghaddam and Pentland (1995) who use mixture
models to group, or classify, training data in the space
of the coefficients.

4.2. Robust Matching Examples

Two examples will help illustrate the problems with
the least-squares solution and the effect of robust esti-
mation. Figure 5 shows an artificial image constructed
from two images that were present in the training data;
the bottom two thirds of the image is that of a Coke can
while the top third is from an image of a 7UP can. It
is impossible to reconstruct the entire input image ac-
curately with the eigenspace despite the fact that both
parts of the image can be represented independently.
The least-squares solution shown in Fig. 5 recovers
a single view that contains elements of both possible
views. The Coke can, which occupies the majority
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Figure 5. Robust matching with structured noise (see text).

of the input image, is faint and blurred in the recon-
struction and a “ghost” of the characters “7UP” can
be seen combined with it. The absolute pixel error be-
tween the reconstruction and the actual view of the
Coke can be seen in Fig. 5 (LS Error). The mean of
the squared residual errors(χ2) for this reconstruction
wasχ2 = 632.

The simple robust estimation of the linear coeffi-
cients results in a much more accurate reconstruction
of the dominant view (Fig. 5, Robust 1). Compare the
least-squares error image with the absolute pixel error
in (Robust 1 Error) for whichχ2 = 247 (roughly 61%
less than the error for the least-squares fit).

Moreover, with the robust fit, we can detect those
points in the image that did not match the reconstruction
very well and were treated as outliers; these are shown
in black in Fig. 5 (Outliers 1). We can now take just
those points that were treated as outliers and recover
the view that best fits them using Eq. (5). This robust
reconstruction using the outliers from the first recon-
struction is shown in Fig. 5 (Robust 2); even with very
little data, the reconstructed image reasonably approxi-

mates the correct view of the 7UP can (see the absolute
pixel error (Robust 2 Error),χ2 = 134). The points
that were treated as “inliers” for the second robust re-
construction are shown as white in Fig. 5 (Outliers 2).

Another example is shown in Fig. 6 (Image) in which
a Coke can has had a strong artificial shadow placed
over the right 43% of the image. The least-squares
estimate is affected by this nonuniform illumination
change and the resulting reconstruction is both noisy
and has an overall brightness that falls between that of
the two regions (Fig. 6, Least Squares). The absolute
pixel error (LS Error) clearly shows the error in the fit
(χ2 = 1021). The first robust fit (Fig. 6, Robust 1) does
a much better job of fitting the majority of the can; that
is the robust reconstruction is of the left side of the can
which is under the bright illumination. The error in the
fit (Robust 1 Error) is significantly reduced (χ2 = 336,
or roughly 67% lower than the least squares fit). The
outliers (Fig. 6, Outliers 1) of the first robust fit are con-
centrated in the darkened region of the can. A second
fit to these outliers results in a second reconstruction
of the darkened portion of the can (Fig. 6, Robust 2).
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Figure 6. Robust matching with shadow (see text).

5. Eigenspaces and Parametric Transformations

The previous section showed how robust estimation can
improve the reconstruction of an image that is already
aligned with the eigenspace. In this section we con-
sider how to achieve this alignment in the first place.
It is impractical to represent all possible views of an
object at all possible scales and all orientations. One
must be able to recognize a familiar object in a previ-
ously unseen pose and hence we would like to repre-
sent a small set of views and recover a transformation
that maps an image into the eigenspace. In the pre-
vious section we formulated the matching problem as
an explicit nonlinear parameter estimation problem. In
this section we will simply extend this problem for-
mulation with the addition of a few more parameters
representing the transformation between the image and
the eigenspace.

To extend eigenspace methods to allow matching
under some parametric transformation we first need
to generalize the notion of brightness constancy typi-
cally used to define optical flow. Recall that bright-
ness constancy states that the brightness of a pixel

remains constant between frames, but that its loca-
tion may change. For eigenspaces we wish to say
that there is a view of the object, as represented by
some linear combination of the basis vectors and some
parametric spatial distortion, such that pixels in the
reconstruction have the same brightness as the corre-
sponding pixels in the image. We call this thesubspace
constancy assumption, and we formulate it precisely
below.

Let I be ann × m sub-image of some larger input
image and let

U = [U1,U2, . . .Ut ], (6)

c = [c1, c2, . . . ct ]
T , (7)

Uc =
t∑

i =1

ci Ui , (8)

whereUc is the approximated image for a particular
set of coefficients,c. While Uc is anm× 1 vector we
can index into it as though it were ann × m image.
We define [Uc](x) to be the value ofUc at the position
associated with pixel locationx = (x, y).
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Then the robust matching objective function from
the previous section can be written as

E(c) =
∑

x

ρ(I (x) − [Uc](x), σ ). (9)

Pentland et al. (1994) define the distance-from-feature-
space (DFFS) to be the root mean square of the residual
imageI − Uc, and note that this error measure could
be used for localization and detection. The goal is to
find the regionI in some larger image that best matches
the stored eigenspace. They compute a “saliency” map
by computing the DFFS for each possible image posi-
tion in the large image and then choose the minimum
value as the location of the best match. Moghaddam
and Pentland (1995) extend this to search over scale
by constructing multiple input images at various scales
and searching over all of them.

We take a different approach in the spirit of para-
meterized optical flow estimation. First we define the
subspace constancy assumption by parameterizing the
input image as follows

I (x + u(x, a)) = [Uc](x), ∀x, (10)

whereu(x, a) = (u(x, a), v(x, a)) represents an image
transformation (or motion) whereu andv represent the
horizontal and vertical displacements at a pixel and the
parametersa are to be estimated. For example we may
takeu to be the affine transformation

u(x, a) = a0 + a1x + a2y (11)

v(x, a) = a3 + a4x + a5y (12)

where x and y are defined with respect to the im-
age center. Equation (10) states that there should be
some transformation,u(x, a), that, when applied to
image regionI , makesI look like some image recon-
structed using the eigenspace. This transformation can
be thought of aswarping the input image into the co-
ordinate frame of the training data.

Our goal is then to simultaneously find thec anda
that minimize therobust subspace constancyobjective
function,

E(c, a) =
∑

x

ρ(I (x + u(x, a)) − [Uc](x), σ ). (13)

As opposed to the exhaustive search techniques used by
previous approaches (Moghaddam and Pentland, 1995;

Turk and Pentland, 1991), we derive and solve a con-
tinuous optimization problem.

We find it convenient to use an optimization algo-
rithm which interleaves two previously developed algo-
rithms, each of which applies to simpler sub-problems.
In particular, the first sub-problem is to minimize
E(c, a) with respect toc while the warp parameters,
a, are held fixed. To do this we apply the robust
eigenspace matching algorithm discussed in Section 4,
with the only change being that we use the warped
imageI (x + u(x, a)) instead ofI (x).

The second sub-problem is to minimizeE(c, a) with
respect to the warp parameters,a, but now with the
expansion coefficientsc held fixed. To do this we use a
simple modification of a robust regression approach for
optical flow (Black and Anandan, 1993, 1996). This
optical flow approach is based on therobust brightness
constancyobjective function

E(a) =
∑

x

ρ(I (x + u(x, a), t) − I (x, t + 1), σ ).

(Here I (x, t) and I (x, t + 1) are the images at times
t and t + 1, while u(x, a) is the displacement map
between these frames.) Notice that (13) has the same
form as this expression, except the frame at timet + 1
has been replaced by [Uc](x), the image from the
eigenspace. As a result, the algorithms developed for
the robust regression of optical flow can be easily
adapted to minimize (13) with respect to the warp pa-
rametersa.

The overall approach repeatedly applies these two
simpler minimization algorithms asσ is gradually
reduced. The details are presented in the Appendix.

Note that this optimization scheme will not perform
a global search to “find” the image region that matches
the stored representation. Rather, given an initial guess,
it will refine the pose and reconstruction. While the ini-
tial guess can be fairly coarse, the approach described
here does not obviate the need for global search tech-
niques but rather compliments them. In particular, as
discussed in Section 6, the method will be useful for
tracking an object where a reasonable initial guess is
typically available.

5.1. Multi-Scale Eigenspace

As in the case of optical flow, the recovery of transfor-
mations that result in large pixel differences necessi-
tates a coarse-to-fine strategy. To do this here we first
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Figure 7. Example of a multi-scale eigenspace representation.

construct a multi-scale representation as illustrated in
Fig. 7. For every image in the training set we con-
struct a pyramid of images by spatial filtering and sub-
sampling. The images at each level in the pyramid form
distinct training sets and for each level a singular value
decomposition is used to construct an eigenspace de-
scription of that level.

The input image is similarly smoothed and subsam-
pled. The coarse-level input image is then matched
against the coarse-level eigenspace and the values of
c and a are estimated at this level. The idea behind
this scheme is that at the coarse levels in the pyramid,
the low-frequency information will dominate and the
physical distance between the model and the image will
be small. The new values ofa are then projected to the
next level (in the case of the affine transformation the
values ofa0 anda3 are multiplied by 2). Thisa is then
used to warp the input image towards the eigenspace
and the value ofc is estimated and theai are refined.
The process continues to the finest level.

In the experiments in Section 6 the motions of the
object between frames can be quite large (up to about 15
pixels). While significant displacements can be solved
for using the multi-scale approach, the maximum dis-
placement for a given object will be dependent on the
size of the object, its spatial frequency structure, and
the number of levels used in the pyramid.

5.2. Experiment

To test the parameterized matching technique we con-
structed a simple experiment in which we chose 200

images at random from the training set and, for each
image, generated a random affine transformation where
the affine parametersa0 and a3 were selected uni-
formly from the interval [−2.0, 2.0] and the remain-
ing affine parameters were selected from the interval
[−0.04, 0.04]. The images were warped by the inverse
affine transformation and then the method described
above was used to recover the original affine trans-
formation. For reference, the affine parameters in the
experiment distorted the input images by at most 10
pixels. To cope with the large deformations we used a
three-level EigenPyramid. Since we have both the orig-
inal transformation and the recovered transformation
we can compare the true and measured displacements
of every pixel. The maximum disparity between true
and measured displacements gives a useful measure of
error for the recovered transformation. This maximum
disparity, averaged over the 200 trials, was less than a
pixel.

An example is shown in Fig. 8. The images la-
beled “0” show the warped input image and the initial
reconstruction. The maximum displacement between
the original and the warped images is 9.87 pixels.
This amount of distortion means that the initial ap-
proximation is not very good. The top row shows the
input image after it has been warped by the estimated
affine transformation at each iteration of the algorithm.
An “iteration” here means one complete coarse-to-fine
pass of the algorithm which provides an update of the
coefficientscanda (see the Appendix for more details).
The bottom row shows the current reconstruction of
the transformed image in the eigenspace. Over four
iterations of the algorithm (numbered 1–4) a marked
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Figure 8. Estimating both the view and the affine transformation.

improvement can be seen in the accuracy of the approx-
imation and in the error in the transformation, which
has decreased to 0.23 pixels.

6. EigenTracking

The robust parameterized matching scheme described
in the previous section can be used to track objects
undergoing changes in viewpoint or changes in struc-
ture. As an object moves and the view of the object
changes, we would like to separately recover the cur-
rent view of the object and the parameterized transfor-
mation between the current view and the eigenspace.
For example, we will consider a number of sequences
in which soda cans rotate about their major axis while
moving. Template-based trackers would have trou-
ble with the constantly changing view of the object
while optical-flow based methods would not be able
to separate the motions caused by the changing view
and the changing position of the object. We will also
consider a simple example of articulated motion and
the recognition of hand gestures.

It is important to note that no “image motion” is
being used to “track” the objects in these experiments.
The tracking is achieved entirely by the parameterized
matching between the eigenspace and the image. We
call thisEigenTrackingto emphasize that a view-based
representation is being used to track an object over
time.

All the experiments in this section used the same
parameters unless otherwise noted. The value ofσ

started at 65
√

3 and was lowered to a minimum of
15

√
3 by a factor of 0.85 at each of a maximum of 15

stages. Within each stage of the continuation method a
three level pyramid was used and a maximum of 15 iter-
ations of the descent scheme were used to updatec and
a at each level. The minimization was terminated if a
convergence criterion was met. The input images were
320× 240 pixels and the algorithm was given a rough
initial guess (to within a few pixels) of the transforma-
tion between the first image and the eigenspace. From
then on the algorithm automatically tracked the object
by estimatingc anda for each frame. No prediction
scheme was used so the initial guess for the transfor-
mation of the object in framek is just the value ofa
from the previous frame. The motion in the experi-
ments ranges from 0 to about 4 pixels per frame. For
the soda can sequences, 50 basis vectors were used in
the reconstruction. This is more than would be neces-
sary for recognition, but an accurate reconstruction of
the image is needed for tracking3. Finally, for these ex-
periments the affine transformation model was unnec-
essary and we restricted the transformation to recover
translation, rotation, and scale.

6.1. A Simple Example

First we consider a simple example in which a hand
picks up a soda can. The can undergoes translation and
rotation in the image plane. Every tenth frame in the
sequence is shown in Fig. 9. The region corresponding
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Figure 9. Pickup Sequence. EigenTracking with translation and rotation in the image plane. Every 20th frame in the 75 frame sequence is
shown (frame numbers are above the images). The left image in each box shows the bounding box of the eigenspace model projected into the
image—this illustrates the recovery of the transformation. On the right in each box is the image reconstructed using the eigenspace.

to the eigenspace is displayed as a white box in the im-
age. This box is generated by computing the inverse
transformation between the eigenspace and the image
and serves to illustrate the accuracy of the recovered
transformation. Beside each image is shown the robust
reconstruction of the image region within the box. Note
that the motion is not purely translation, rotation, and
scale. The can tilts in depth resulting is noticeable per-

spective effects. A quadratic optical flow model (Black
and Yacoob, 1995) should improve the fit for this type
of motion.

6.2. Tracking a Rotating Object

The example in Fig. 10 is more challenging. In this ex-
ample, a soda can translates left and right while moving
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Figure 10. EigenTracking with translation and divergence over 200 frames. The Coke can rotates about its major axis while moving relative
to the camera. The white box is the bounding box of the model backprojected onto the image.

Figure 11. Brightness versus Subspace constancy. “Motion” between frames 016 and 018 (computed within the white boxed region). (a)
Dense optical flow for the soda can computed using the brightness constancy assumption. (b) “Flow” computed using the subspace constancy
assumption for the same frames.

in depth over 200 frames. This change in depth can be
seen by comparing images 000 and 196. What makes
this an interesting sequence is that while the can is
changing position relative to the camera it is also un-
dergoing rotations about its major axis (compare the
views in frames 000 and 028 for example). Note that
the traditional brightness constancy assumption of op-
tical flow will not track the “can” but rather the “tex-
ture” on the can. This can be seen in the dense flow

field shown in Fig. 11(a) which was computed using
the method in (Black and Anandan, 1996). The result
shows that the image motion in the scene corresponds
to the rotation of the can, resulting in a roughly hori-
zontal flow field.

Using the subspace constancy assumption, on the
other hand, means that we will recover the transforma-
tion between the eigenspace representation of the can
and the image. Hence, it is the “can” that is tracked
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Figure 12. Within each box, the left image is the original image “stabilized” with respect to the eigenspace; that is, the original image is
warped towards the eigenspace using the recovered transformation. The middle image is the reconstructed eigenspace approximation to the
image region. The right image shows outliers in black corresponding to points where the image and reconstruction differ.

rather than its “texture”. The resulting motion of the
soda can is shown in Fig. 11(b) for the same frames
as the dense optical flow. The flow field is primarily
converging indicating the the can is moving away from
the viewer. The rotation of the can is not present in this
motion field but rather is captured as a change of view
by the eigenspace.

Figure 12 provides more details. On the left of each
box is the “stabilized” image which shows how the
original image is “warped” into the coordinate frame
of the eigenspace. Notice that the background differs
over time as does the view of the can, but that the can
itself is in the same position and at the same scale.
This stabilized sequence can be played as a movie and

one sees the can as remaining stationary while rotating
about its axis.

The middle image in each box is the robust recon-
struction of the image region being tracked. On the
right of each box are the “outliers.” The black points in
these images are the places where the observed image
and the reconstruction differed by more thanσ/

√
3.

Many of these outliers are due to specular reflections.

6.3. Motion Without Constancy

The example in Fig. 13 is an extreme and unnatural sit-
uation that serves to illustrate the difference between
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Figure 13. Motion without brightness constancy.

EigenTracking and traditional motion-based tracking
methods. Thestop-actionimage sequence was con-
structed such that a soda can moves a small amount in
each frame, but that theidentityof the can is different in
each frame (it alternates between Coke and 7UP cans).
Between pairs of adjacent frames, there is no coherence
of the brightness pattern of the can, but there issub-
space coherence. Since both objects are representable
using the subspace, the presence of a known objectis
coherent between frames and, hence, is easily tracked.

6.4. Partially Robust EigenTracking

The tracking experiments presented so far all use the
full robust minimization scheme described in the paper.
This is a computationally intensive process as the 50
coefficients of the reconstruction must be updated re-
peatedly for each frame as the input image is brought
into registration with the eigenspace. For the images

in our experiments, the robust reconstruction of the
view was unnecessary since there was no significant
structured noise. When this is the case, the reconstruc-
tion portion of the algorithm can simply be replaced
by least-squares estimation resulting in a speedup of
approximately eight times for the complete algorithm.
As the input image is incrementally warped towards
the eigenspace, this least-squares approximation pro-
vides a reasonable reconstruction. Tracking with the
least-squares reconstruction and robust parameter esti-
mation took slightly less than 30 seconds per frame on a
75 MHz SGI Indy workstation; still well below frame-
rate, though no attempts have been made to optimize the
algorithm. This hybrid tracking scheme was used for
the 400 image sequence in Fig. 14 which contains a 7UP
can undergoing translation and scale changes while ro-
tating. The recent work of Hager and Belhumeur (1996)
may provide a framework for a real-time version of this
view-based tracking scheme.
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Figure 14. EigenTracking with translation and divergence over 400 frames (see text).

Figure 15. Examples of the four hand gestures used to construct the eigenspace.

6.5. Articulated Motion and Gesture Recognition

In the final example we consider the problem of recog-
nizing hand gestures in video sequences in which the
hand is moving. We defined a simple set of four hand
gestures illustrated in Fig. 15. A 100 image training
sequence was collected by fixing the wrist position and
recording a hand as it smoothly moved between these
four gestures. The eigenspace was constructed and 25
basis vectors were used for reconstruction. In our pre-
liminary experiments we have found brightness images
to provide sufficient information for both recognition
and tracking of hand gestures (cf., Moghaddam and
Pentland, 1995).

Figure 16 shows the tracking algorithm applied to a
100 image test sequence in which a moving hand ex-
ecuted the four gestures. The motion in this sequence
was large (as much as 15 pixels per frame) and the
hand moved while changing gestures. The figure shows
the backprojected box corresponding to the eigenspace
model and, on the left below this, the reconstructed
image. To the right of the reconstructed image is the

“closest” image in the original training set. The closest
image is determined by computing a simple Euclidean
distance between the estimated match coefficients for a
given image and the coefficients for each of the training
images. The closest training images indicate the fea-
sibility of recognizing the gestures from the recovered
coefficients. While most of the sequence contained rec-
ognizable gestures, frame 080 shows one of the tran-
sition frames between gestures. Note that while the
frame is well approximated and can be tracked, it is
not one of the four defined gestures but rather it is rec-
ognized as one of the transition states present in the
training sequence.

Out of the 100 frames in the sequence, the ges-
ture was misclassified (the wrong nearest training im-
age was found) in only four frames. Despite these
misclassifications, the algorithm maintained tracking
and quickly recovered.

Note that a textureless background was used for this
experiment. The robust estimation scheme can toler-
ate situations in which roughly 30–40% of the data
are outliers. In the case of the hand the majority of
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Figure 16. Tracking and recognizing hand gestures in video.

the data modeled in the view-based representation cor-
respond to the background; see, for example, the “fist”
gesture in Fig. 15. Tracking this model against a tex-
tured background is made difficult by the high percent-
age of outliers. We are exploring the idea of learning
a view-based “mask” along with the view based rep-
resentation. A mask indicates where the object is in
each of the training images and an “eigen-mask” is re-
covered with the robust reconstruction. This mask is
used in the optimization scheme to down-weight mea-
surements which are not expected to correspond to the
object.

This simple example illustrates how deformable
motions such as hand gestures can be split into a
view-based component and a motion component. The
non-rigid motion of the fingers is modeled using a view-
based representation while the scale, translation, and
rotation of the entire hand is modeled in terms of its
image motion. It may be impractical to model more
complex articulated motions involving the independent
motion of many parts using such a simple view-based
scheme. The extension of these view-based methods
to articulated objects with many independent parts (for
example the entire human body) is an area of ongoing
research.

6.6. Discussion

In constructing our training sets we were careful not
to include any images that contained affine transfor-
mations of the objects. If we are not so careful in con-
structing the training set, the solution to Eq. (13) may be
ambiguous; that is, for some input image it may be pos-
sible to accurately reconstruct the image using more
than one set of coefficients and transformation param-
eters. In general, to use the EigenTracking approach
one wants to carefully separate those image deforma-
tions that are due to changes in the appearance of the
object and those that are due to the global transforma-
tions of interest.

Even though we were careful in constructing our
training sets some examples of this ambiguity were
present. For example when tracking the rotating cans,
the algorithm would tend to “lock on” to a particular
view and account for the changing view over a few
frames as image motion. Eventually the reconstructed
fit would become poor and the algorithm would “jump”
to a new view. In the case of the soda cans, this behavior
might be exaggerated due to the high-frequency texture
in the images. As mentioned earlier, the linear sub-
space does not do a good job of smoothly interpolating
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intermediate views with highly textured objects such
as these. The algorithm may be finding the “closest”
good view represented by the eigenspace and tracking
that view until the images change enough that the clos-
est view changes. Despite this behavior, the algorithm
was able to maintain its tracking of the soda cans over
the long image sequences. With images such as faces,
this is expected to be less noticeable.

7. Conclusions

This paper has described robust eigenspace matching,
the recovery of parameterized transformations between
an image region and an eigenspace representation, and
the application of these ideas to EigenTracking and
gesture recognition. These ideas extend the useful ap-
plications of eigenspace approaches and provide a new
form of tracking for previously viewed objects. In par-
ticular, the robust formulation of the subspace matching
problem extends eigenspace methods to situations in-
volving occlusion, background clutter, noise, etc. Cur-
rently these problems pose serious limitations to the
usefulness of the eigenspace approach. Furthermore,
the recovery of parameterized transformations in a con-
tinuous optimization framework provides an imple-
mentation of aviews+ transformationmodel for object
recognition. In this model a small number of views are
represented, and the transformation between the image
and the nearest view is recovered. Finally, the exper-
iments in the paper have demonstrated how a view-
based representation can be used to track objects, such
as human hands, undergoing both changes in viewpoint
and changes in pose.

There are a two immediate future directions for
this work. First, face recognition is the most common
application of eigenspace techniques and is likely to
benefit from the robust views+ transformation model.
The robust framework should provide insensitivity to
the background and moderate variations in appear-
ance, while the parameterized transformations would
allow recognition of faces in novel poses. Second,
the efficiency of the tracking method should be en-
hanced by the incorporation of standard motion esti-
mation techniques, prediction, filtering, and stochastic
optimization techniques. In particular, the stochastic
gradient descent algorithm discussed by Viola (1995)
has been shown to provide a significant speed-up on
roughly similar problems. Also, the work of Hager and
Belhumeur (1996) combines fast affine motion estima-
tion with a view-based representation of illumination

to perform real-time tracking of objects with chang-
ing illumination. It may be possible to incorporate el-
ements such as these into the EigenTracking frame-
work to achieve near real-time tracking of objects with
changing views.

Our long-term work is focused on the tracking and
recognition of more complex articulated objects that
are changing both in position and view. The simple
hand tracking example in the previous section does not
deal with the problem of recognizing the hand gestures
from an arbitrary view but rather deals with affine de-
formations and articulations from a single viewpoint.
Additionally we have not addressed the problem of
recognizing gestures, or activities, that have temporal
extent (cf., Bobick and Wilson, 1995). While there are
a number of human-computer interaction applications
where our simple gesture tracking and recognition ap-
proach would be appropriate, more work needs to be
done to recognize and track gestures or poses of com-
plex articulated objects, such as hands or the human
body, from an arbitrary viewpoint.

Appendix

Optimization Details and Implementation

We use a coarse-to-fine strategy to minimize the ro-
bust subspace constancy objective function given in
Eq. (13). For each level of the multi-scale pyramid,
sayl = 0, . . . , L, this objective function,El (cl , al ), is∑

x

ρ(Il (x + u(x, al )) − [Ul cl ](x), σ ). (A1)

Herel = 0 corresponds to the full resolution level and
l = L denotes the coarsest level.

The algorithm we use is based on the application
of two simpler algorithms, one for minimizing the ob-
jective function with respect toc alone, the other for
variations ina alone. We consider these two simpler
algorithms next, as applied to a particular level. Given
these components we then describe the overall multi-
scale algorithm.

Eigenspace Coefficients

First consider the minimization with respect toc at
some levell and some fixed value ofσ . (For con-
venience we will drop the levell from the notation.)
Suppose we have the initial guess(c0, a0), which
is typically obtained from the previous level of the
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pyramid. We use a Gauss-Newton optimization scheme
(Bergen et al., 1992; Black and Anandan, 1996) to up-
datec according to

cn+1
i = cn

i − δci ,

with δci given by

δci = 1

w(ci )

∂

∂ci
E(cn, a0)

= 1

w(ci )

∑
x

Ui (x)ψ(I (x + u(x, a0))

−[Ucn](x), σ ). (A2)

The normalizing termw(ci ) is defined as

w(ci ) =
∑

x

(
U

∂

∂ci
c
)2

maxψ ′ =
∑

x

U2
i maxψ ′,

whereU2
i is the square ofUi at pixelx, and

maxψ ′ = max
r

∂2

∂r 2
ρ(r, σ ) = 2

σ 2

for the robust error norm used in the paper. These up-
dates are computed fork iterations, or until conver-
gence.

Incremental Warp Linearization

Given the resulting value ofc for the some levell and
someσ , we then consider updates of the warp param-
eters,a. We use the general approach developed for
the robust regression of optical flow (see Black and
Anandan, 1996). In this approach, the need to rewarp
the image for each update ofa is avoided by lineariz-
ing the variation ofI (x + u(x, a)) with respect toa. In
particular, settinga= a0+b and performing a Taylor’s
expansion in the incremental warp parametersb, pro-
vides

I (x + u(x, a0 + b))

= I + ∇ I
∂

∂a
u(x, a0)b + O(‖b‖2).

Here bothI and∇ I = [ Ix I y] are evaluated at(x +
u(x, a0)). Notice the affine displacementu(x, a) used
in this paper is a linear function of the warp parameters
a, so that

∂

∂a
u(x, a0)b = u(x, b).

Using this in the above Taylor’s expansion, and substi-

tuting the result into (A1) gives∑
x

ρ(∇ I (x + u(x, a0)) · u(x, b)

+ (I (x + u(x, a0)) − [Uc](x)), σ ), (A3)

which we refer to as the approximate objective func-
tion, Ẽ(c, b). Notice thatẼ(c, b) takes the form of a
robust motion constraint objective function (Black and
Anandan, 1996), but here the out-of-subspace projec-
tion I − Uc plays the role of the temporal derivative.

The approximate objective functioñE has three im-
portant properties. First notice thatẼ only involves the
evaluation ofI and∇ I at (x + u(x, a0)), which does
not depend on the incremental warpb. We therefore
obtain the desired result of avoiding the need to recom-
pute warps ofI and∇ I during the computation ofb;
instead these quantities can be precomputed given the
initial guessa0.

SecondlyẼ is a good approximation of the original
objective function for small incremental warpsb. In-
deed, from the above derivation it follows that

E(c, a0 + b) = Ẽ(c, b) + O(‖b‖2). (A4)

In practice, the coarse-to-fine strategy will lead to esti-
mated incremental warps of no more than a pixel or so
(in the subsampled grid), in which caseẼ provides a
close approximation ofE. Therefore, it is reasonable
to attempt to minimizeẼ with respect tob in order to
compute an update fora0.

Finally, the third property ofẼ(c, b) is that if it has
a minimum atb = 0, then the gradient,Ea(c, a0), of
the original objective function must also vanish (see
(A4)). This is important since, upon convergence our
overall algorithm produces a negligible updateb, and
so this third property ensures that the original objective
functionE(c, a0) also has a zero gradient with respect
to the warp parameters. That is, upon convergence,
(c, a0) is a stationary point of the original objective
function, typically a local minimum. Thus the error
in approximating the original objective function by the
computationally convenient,̃E, vanishes upon conver-
gence of our overall algorithm.

Warp Parameters

The minimization ofẼ(c, b) with respect tob is done
using a similar Gauss-Newton algorithm to the one des-
cribed above for updatingc. That is, the updates forb
are

bn+1
i = bn

i − δbi ,
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for b0 = 0 and

δbi = 1

w(bi )

∂

∂bi
Ẽ(c, b)

= 1

w(bi )

∑
x

∇ I · ∂

∂bi
u(x, b)ψ(∇ I · u(x, b)

+ (I − Uc), σ ), (A5)

with I and∇ I evaluated at(x + u(x, a0)). The nor-
malizing termw(bi ) is defined as

w(bi ) =
∑

x

(
∇ I · ∂

∂bi
u(x, b)

)2

maxψ ′,

where maxψ ′ is as above. Upon convergence of this
iteration, or after a fixed number of steps, the new value
of a is set to bea0 + b.

Multi-scale Projection Operations

The overall algorithm executes several coarse to fine
sweeps, during which estimates forc anda obtained
at one level are used to generate initial guesses at the
next finer level. For the warp parameters, the updated
a can be ‘projected’ to the next finer scale simply by
multiplying a0 anda3 by 2 (see (11) and (12)).

The projection of the eigenspace coefficientsc, how-
ever, can be more of a problem. Supposecl+1 is the vec-
tor of eigenspace coefficients computed in the coarser
level l + 1. We seek an initial guess, sayc0

l , for these
coefficients at the next finer level. There are several
ways to do this, depending on the structure of the basis
vectors across scales.

One approach would be to simply use the robust
fitting algorithm discussed in Section 4. That is, first
obtain a least squares estimate for the new coefficients
cl . Then use this estimate for the starting point of the
algorithm described above for updatingc alone, gradu-
ally reducingσ back down from a temporarily inflated
value. As we saw in the results presented in Section 4,
this approach has an empirical breakdown point of 30–
50% outliers.

This strategy could be improved by using some in-
formation about the spatial distribution of inliers, de-
termined at the previous levell + 1, to compute the
initial estimate forcl . In particular, for a residual re-
construction errorrl+1(x) = Il+1 − Ul+1cl+1, define
the weightml+1(x) to be

ml+1(x) = 1

2
ψ(rl+1(x), σ )/rl+1(x).

These weights can be projected to levell in the pyramid
and used to compute a weighted least-squares estimate
of cl . This approach should be able to downweight the
majority of pixels at which there are outliers, thereby
increasing the breakdown point.

However, in the tests reported in this paper, we used
a much simpler strategy for projecting the eigenspace
coefficientsc. We noted that the multi-scale pyramids
for the soda cans and hands exhibited the property that
thei th basis function at levell + 1, namelyUl+1,i , was
well approximated by the filtered and subsampled ver-
sion of the corresponding basis function at the next finer
scale,Ul ,i (see Fig. 7). Presumably this property arises
from the correlation of information in the training set
across scales. As a consequence, in our implementa-
tion of the robust fitting of a multi-scale eigenspace we
simply tookc0

l , the initial guess for the expansion co-
efficients at the next finer scale, to beequal tocl+1, the
updated expansion coefficients at the coarser scale. It
should be noted, though, that such a simple strategy is
expected to work only when the eigenspace pyramids
have this special structure.

Algorithm Summary

Finally, the coarse-to-fine sweep described above is re-
peated several times, gradually aligning the given im-
age with the eigenspace asσ is reduced. The complete
algorithm can be summarized as follows:

Forq iterations or until convergence:

(a) For each level in the pyramid from coarse to fine

(i) performk iterations of the update for eachci

to produce a new reconstruction,
(ii) perform k iterations of the update for eachbi

to produce an updated estimate of the trans-
formationa,

(iii) project the a and c to the next level in the
pyramid,

(iv) warp the input image bya to register it with
the eigenspace,

(v) repeat.

(b) lower the value ofσ according to the continuation
strategy,

(c) repeat.

Notes

1. While other approaches have been described in the literature (cf.
Murase and Nayar, 1995) and would work equally well, the basic
method used here is conceptually straightforward.
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2. We subtracted the mean from each of Fig. 2(a) and (b) and in-
cluded the constant image in the expansion basis.

3. A variant of the EigenTracking approach described here could
use a smaller number of basis vectors and use the coefficients of
these to find the closest training image. This training image, rather
than the reconstruction, could be used to solve for the transfor-
mation between the image and the eigenspace. The advantage of
this would largely be efficiency; the high frequency information
necessary for accurate tracking could be obtained with a smaller
number of basis images.
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