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Midterm Information

What might be on the midterm?

Everything covered in detail during lecture

What will NOT be on the midterm?

Programming

New concepts introduced in Homeworks (Ex: KL divergence, Huber
loss)

Anything from tutorials that wasn’t in the lectures slides (Ex: SVD,
Shannon’s source coding theorem)

Anything from the textbooks that wasn’t in the lecture slides
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Midterm Topics (Today)

Lecture 1

k-Nearest Neighbors
Bayes Optimality

Lecture 2

Decision trees and Information theory (information gain)
Bias Variance
Bagging

Lecture 3

Linear regression
Logistic regression

UofT CSC2515 Midterm Review Oct 16, 2020 3 / 14



Midterm Topics (Today)

Lecture 4

Gradient descent
L1,L2 regularization (covered in previous tutorial, see Q3 in 19
midterm)
SVMs (covered in previous tutorial, see Q6 in 19 midterm)
Boosting, additive models
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Midterm Topics (Next Time)

Lecture 5

PCA
Linear and non-linear autoencoders
K-means
Maximum likelihood estimation (MLE)

Lecture 6

Full Bayesian parameter estimation
Maximum a-posteriori (MAP)
Naive Bayes
Gaussian discriminant analysis
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KNN (19 Fall midterm Q7)

When we analyzed KNN, we assumed the training examples were
sampled densely enough so that the true conditional probability
p(t | x) is approximately constant in the vicinity of a query point x?.
Suppose it is a binary classification task with targets t ∈ {0, 1} and
p(t = 1 | x?) = 0.6.

What is the asymptotic error rate at x? for a 1-nearest-neighbor
classifier? (By asymptotic, I mean as the number of training examples
N → ∞.) Justify your answer.
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KNN (19 Fall midterm Q7)

When we analyzed KNN, we assumed the training examples were
sampled densely enough so that the true conditional probability
p(t | x) is approximately constant in the vicinity of a query point x?.
Suppose it is a binary classification task with targets t ∈ {0, 1} and
p(t = 1 | x?) = 0.6.

Approximately what is the asymptotic (as N → ∞) error rate at x?
for a K-nearest-neighbors classifier when K is very large? Justify your
answer.
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Bayes Optimality (18 Fall midterm A Q9)
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Information theory (18 Fall midterm B Q7)
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Bias Variance (modified from CSC2515 19 midterm Q4)

Carol and Dave are each trying to predict stock prices using neural
networks. They formulate this as a regression problem using squared
error loss. Carol trains a single logistic regression model on a certain
training set and uses its predictions on the test set. Dave trains 5
different models (using exactly the same architecture, training data,
etc. as Carol) starting with different random initializations, and
averages their predictions on the test set.
For each of the following questions, please briefly and informally
justify your answer. You do not need to provide a mathematical proof.

Compared with Carol’s approach, is the Bayes error for Dave’s
approach HIGHER, LOWER, or THE SAME?
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Bias Variance (modified from CSC2515 19 midterm Q4)

Carol and Dave are each trying to predict stock prices using neural
networks. They formulate this as a regression problem using squared
error loss. Carol trains a single logistic regression model on a certain
training set and uses its predictions on the test set. Dave trains 5
different models (using exactly the same architecture, training data,
etc. as Carol) starting with different random initializations, and
averages their predictions on the test set.
For each of the following questions, please briefly and informally
justify your answer. You do not need to provide a mathematical proof.

Compared with Carol’s approach, is the bias for Dave’s approach
HIGHER, LOWER, or THE SAME?
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Bias Variance (modified from CSC2515 19 midterm Q4)

Carol and Dave are each trying to predict stock prices using neural
networks. They formulate this as a regression problem using squared
error loss. Carol trains a single logistic regression model on a certain
training set and uses its predictions on the test set. Dave trains 5
different models (using exactly the same architecture, training data,
etc. as Carol) starting with different random initializations, and
averages their predictions on the test set.
For each of the following questions, please briefly and informally
justify your answer. You do not need to provide a mathematical proof.

Compared with Carol’s approach, is the variance for Dave’s approach
HIGHER, LOWER, or THE SAME?
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Regression (19 midterm review Q2)
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SVM + Gradients (18 Fall midterm B Q9)
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