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Outline 
Models of words and documents 
•  Simple document models 
•  Probabilistic document models 

–  Aspect model 
–  Latent Dirichlet Allocation 

•  Extensions of topic models 
–  Author-recipient topic model 
–  Dynamic topic model 
– Hierarchical topic models 

•  Topic models and vision 



Topic	
  Models	
  

•  Have been applied to many types of data 
–  Text 
–  Images 
–  Biological data 
–  Relational data 
–  Videos 
–  and more… 



Document	
  Modeling 
•  automated analysis, visualization of text 

documents: crucial to effective use of large 
text archives (news stories, email collections, 
web) 

•  information retrieval: one of largest application 
areas of ML, growing steadily 

•  for example, the next generation of web 
searching will likely rely on automated 
summarization; paper-reviewer matching 
example 

•  today: statistical models of documents and text; 
examples of influential/interesting models 



RepresentaDons	
  of	
  Documents	
   
standard document representation: count  

occurrences of each word stem (bag-of-words) 
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RepresentaDons	
  of	
  Documents	
   
D documents; V distinct words à  

  F = VxD word-count matrix 
 
Does high value of fwd indicate an important word? 
 
One transform: tf-idf (term frequency-inverse 

document frequency) à  
  G = VxD matrix of tf-idf values = tf * idf 

 
 
Used to represent search query: sum of tf-idf of 

each query words  

tfvd = P(v | d) = fvd / fv 'd
v '
! idfv = D / [

d! fvd > 0]



Topic	
  Modeling 
Aim: Find low-dimensional description of high-

dimensional text 
 
From ML viewpoint – just a latent variable problem! 
 
Topic models facilitate: 

–  Summarization: find concise restatements 
–  Similarity: evaluate distance between texts 

Great case study of simple, extendable graphical 
model: test-bed for approximate inference, 
nonparametric variants 

 



Latent	
  SemanDc	
  Analysis/Indexing 
Reduced representation of F: apply SVD 

    Terms  F  =  A  D  B 

Documents                   VxM        MxM      MxD 

•  reduced representation of word i: row of AD -- can 
describe semantic relationships 

•  relationships between words described by cosine of 
angle between respective vectors 

applications:  
•  train on 2K pages of English text, achieved average 

score on synonym portion of TOEFL 
•  train on introductory psychology textbook, achieved 

passing score on multiple-choice exam (Deerwester et al, 1990) 



Probabilistic representations of documents: start 
with plate notation 

 
Example: coin with unknown bias  

θ    =  probability of heads (parameter) 
 X = coin toss outcome 
  N observations (repetitions) 

 
 
 
Observe: T T H T T T H T 
ML: θ    =  1/4 

Plates	
  for	
  Graphical	
  Models 
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N 

Unigram model – each word with its own 
probability of appearing in document of length N 

 
 
 
Problem: does not represent document containing a 

set of topics 
 
Mixture of unigrams (single 
   topic per document) 
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ProbabilisDc	
  LSI 
Topic (aspect) model (Hoffman, 1999): probabilistic model of 

word production  
 
 
Generative model: 
•  select document d with probability P(d) 
•  select latent topic z with probability P(z|d): 
•  generate word with probability P(w|z): 

Problems 
•  Lots of parameters – mixture  
              parameters for each document 
•  Does not generalize well   

P(w,d) = P(w | zk )P(zk | d)P(d)
k
!
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kkz θ

)|(Mult k
jjw φ



To improve generative model, need to understand 
conjugate distributions 

 
 X = coin toss outcome (Bernoulli) 
  N observations (repetitions) 

Prob of observing n heads: 
 
 
Prior over θ:  Beta(α,β)  [think of α as count          

of heads; β as count of tails] 

θ    =  probability of heads (variable) 

Key property: posterior is same form as prior 

Conjugate	
  DistribuDons 
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Prior: pseudo-observations of heads/tails: 
 
 
 
After n heads and N-n tails, posterior another 

Beta distribution, with a change in parameters: 
 

Conjugate	
  DistribuDons 
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Prior P(θ) is conjugate to class of likelihood if resulting 
posterior is in same family as P(θ) 

 
 
 
Important because it avoids integration required to 

calculate posterior 
Other conjugate distributions (all exponential family 

distributions have conjugate priors), e.g., 
   [Likelihood-Prior-Posterior]: Gaussian-Gaussian-

Gaussian; Poisson-Gamma-Gamma; Multinomial-
Dirichlet-Dirichlet 

         (Dirichlet generalizes Beta to K alternatives) 

Conjugate	
  DistribuDons 

∫
=

')'()'|(P
)()|(P)|(P
θθθ

θθ
θ

dPX
PXX



Exponential family distribution over simplex of positive 
vectors that add up to 1 

 
 
 
Used as a distribution over discrete distributions 
Symmetric Dirichlet: all αk equal 
Concentration param. α controls shape, peakiness of θ 

 grows from 1: more uniform 
 shrinks from 1 to 0: sparse 

Dirichlet	
  DistribuDon 
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Latent	
  Dirichlet	
  AllocaDon	
  

Nd 

θd 

wΦ k 
K 

β z 

D 

α 
K – number of latent topics. 

D – number of documents 

Nd – Number of words in document 
d. 

V – Number of words in vocabulary 

β – Dirichlet prior on Φk (V-dim) 

Φk – distribution of words 
generated from topic k 

α – Dirichlet prior on θd (K-dim)  

θd – distribution of topics in 
document d (K-dim) 

z – latent topic (per-word) 

w – observed word 
(Blei et al., 2003) 



Latent	
  Dirichlet	
  AllocaDon	
  
Generative process per doc: 

   Choose θd      ~  Dir(α) 

   For each of Nd words w: 

Choose topic zdn ~ Mult(θd) 

Choose word wdn ~ Mult(Φzdn) 
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IntuiDon	
  into	
  RepresentaDon 
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time. (See, for example, Figure 3 for 
topics found by analyzing the Yale Law 
Journal.) Topic modeling algorithms 
do not require any prior annotations or 
labeling of the documents—the topics 
emerge from the analysis of the origi-
nal texts. Topic modeling enables us 
to organize and summarize electronic 
archives at a scale that would be impos-
sible by human annotation.

Latent Dirichlet Allocation
We first describe the basic ideas behind 
latent Dirichlet allocation (LDA), which 
is the simplest topic model.8 The intu-
ition behind LDA is that documents 
exhibit multiple topics. For example, 
consider the article in Figure 1. This 
article, entitled “Seeking Life’s Bare 
(Genetic) Necessities,” is about using 
data analysis to determine the number 
of genes an organism needs to survive 
(in an evolutionary sense).

By hand, we have highlighted differ-
ent words that are used in the article. 
Words about data analysis, such as 
“computer” and “prediction,” are high-
lighted in blue; words about evolutionary 
biology, such as “life” and “organism,” 
are highlighted in pink; words about 
genetics, such as “sequenced” and 

“genes,” are highlighted in yellow. If we 
took the time to highlight every word in 
the article, you would see that this arti-
cle blends genetics, data analysis, and 
evolutionary biology in different pro-
portions. (We exclude words, such as 
“and” “but” or “if,” which contain little 
topical content.) Furthermore, know-
ing that this article blends those topics 
would help you situate it in a collection 
of scientific articles.

LDA is a statistical model of docu-
ment collections that tries to capture 
this intuition. It is most easily described 
by its generative process, the imaginary 
random process by which the model 
assumes the documents arose. (The 
interpretation of LDA as a probabilistic 
model is fleshed out later.)

We formally define a topic to be a 
distribution over a fixed vocabulary. For 
example, the genetics topic has words 
about genetics with high probability 
and the evolutionary biology topic has 
words about evolutionary biology with 
high probability. We assume that these 
topics are specified before any data 
has been generated.a Now for each 

a Technically, the model assumes that the top-
ics are generated first, before the documents.

document in the collection, we gener-
ate the words in a two-stage process.

 ! Randomly choose a distribution 
over topics.

 ! For each word in the document
a.  Randomly choose a topic from 

the distribution over topics in 
step #1.

b.  Randomly choose a word from the 
corresponding distribution over 
the vocabulary.

This statistical model reflects the 
intuition that documents exhibit mul-
tiple topics. Each document exhib-
its the topics in different proportion 
(step #1); each word in each docu-
ment is drawn from one of the topics 
(step #2b), where the selected topic is 
chosen from the per-document distri-
bution over topics (step #2a).b

In the example article, the distri-
bution over topics would place prob-
ability on genetics, data analysis, and 

b We should explain the mysterious name, “latent 
Dirichlet allocation.” The distribution that is 
used to draw the per-document topic distribu-
tions in step #1 (the cartoon histogram in Figure 
1) is called a Dirichlet distribution. In the genera-
tive process for LDA, the result of the Dirichlet 
is used to allocate the words of the document to 
different topics. Why latent? Keep reading.

Figure 1. The intuitions behind latent Dirichlet allocation. We assume that some number of “topics,” which are distributions over words,  
exist for the whole collection (far left). Each document is assumed to be generated as follows. First choose a distribution over the topics (the 
histogram at right); then, for each word, choose a topic assignment (the colored coins) and choose the word from the corresponding topic. 
The topics and topic assignments in this figure are illustrative—they are not fit from real data. See Figure 2 for topics fit from data.
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•  Two aims 
–  For each document, allocate words to just a 

few topics 
–  For each topic, assign high probability to just a 

few terms 

•  But: 
–  If one topic in document, all words must have 

high prob under that topic 
–  If few terms in topic, cannot cover document’s 

words 

Rough	
  Summary	
  of	
  LDA 



Latent	
  Dirichlet	
  AllocaDon	
  
Generative process per doc: 

   Choose θd      ~  Dir(α) 

   For each of Nd words w: 

Choose topic zdn ~ Mult(θd) 

Choose word wdn ~ Mult(Φzdn) 

Mixed membership model: 
generalized mixture, each doc 
exhibits multiple topics Nd 
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•  Aim is to infer from a collection of documents  
–  Per-corpus topic distributions Φk 

–  Per-document topic proportions θd 
–  Per word topic assignments zdn 

•  Tricky to compute posterior over hidden variables given a 
document: 

 

•  Numerator tractable (conjugacy),  but denominator not 
tractable, since it involves summing over all z 

•  note that document represented as continuous mixture: 

Inference	
  in	
  LDA 
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•  Coordinate ascent in objective 
•  Each update closely related to true posterior 

•  For each topic k, term v 

•  For each document d 

–  For each word n 

VariaDonal	
  Inference	
  for	
  LDA 

!kv = "kv + I[wdn = v]#dnk
n
!

d
!

!dk ="k + #dnk
n
!

!dnk ! exp{Eq[log("dk )+ log(#kwdn )]}



Collapsed	
  Gibbs	
  Sampling	
  for	
  LDA	
  

•  The latent topics, z, are sampled 
•  The Dir. distributions θ and Φ are integrated out 
•  Closed form sampling equations 

•  Each iteration requires O(K*corpus size) ops. 
•  EXPENSIVE when counts are large 

•  Overall – slower, more accurate than variational 
inference 

Pr(znd = k | z!(nd), w)" (Nkd +!)
(Nwk +")
(Nw 'k +")w '#



Model	
  visualizaDon	
  
Can compute expectations of key terms based on posterior 
e.g., probability of term v in topic k: 
 
 
Given variational parameters these are easy to compute 
Describe topic:  

  term probabilities: 
 
 

  term-score (like tf-idf): 
 
Describe document: topic proportions 
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Example	
  learned	
  topics	
  &	
  doc	
  model	
  
Train on 160K documents; use variational EM, 100 topics, compute topic 
proportions and word assignments for test document 

Example learned topics and document model

Train on 160K documents, subset of TREC AP corpus; use variational EM,
with 100 topics: compute γ and φn for test document



Example	
  of	
  learned	
  topics	
  

Learned topics reveal hidden, 
implicit semantic categories 
in corpus 
 
In many cases, can represent 
documents with 102 topics 
instead of 105 words 
 
Especially important for 
short documents, e.g., emails 
– topics overlap when words 
don’t 

Example topics learned from corpus

• learned topics reveal hidden, implicit
semantic categories in the corpus

• in many cases, can represent doc-
uments with 102 topics instead of
105 words

• especially important for short docu-
ments, e.g., emails – topics overlap
when words don’t



Learned	
  topics:	
  term-­‐scores	
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observed variables. This conditional 
distribution is also called the posterior 
distribution.

LDA falls precisely into this frame-
work. The observed variables are the 
words of the documents; the hidden 
variables are the topic structure; and 
the generative process is as described 
here. The computational problem of 
inferring the hidden topic structure 
from the documents is the problem of 
computing the posterior distribution, 
the conditional distribution of the hid-
den variables given the documents.

We can describe LDA more formally 
with the following notation. The topics 
are b1:K, where each bk is a distribution 
over the vocabulary (the distributions 
over words at left in Figure 1). The topic 
proportions for the dth document are 
qd, where qd,k is the topic proportion 
for topic k in document d (the car-
toon histogram in Figure 1). The topic 
assignments for the dth document are 
zd, where zd,n is the topic assignment 
for the nth word in document d (the 
colored coin in Figure 1). Finally, the 
observed words for document d are wd, 
where wd,n is the nth word in document 
d, which is an element from the fixed 
vocabulary.

With this notation, the generative 
process for LDA corresponds to the fol-
lowing joint distribution of the hidden 
and observed variables,

 (1)

Notice that this distribution specifies a 
number of dependencies. For example, 
the topic assignment zd,n depends on 
the per-document topic proportions 
q d. As another example, the observed 
word wd,n depends on the topic assign-
ment zd,n and all of the topics b1:K. 
(Operationally, that term is defined by 
looking up as to which topic zd,n refers 
to and looking up the probability of the 
word wd,n within that topic.)

These dependencies define LDA. 
They are encoded in the statistical 
assumptions behind the generative 
process, in the particular mathemati-
cal form of the joint distribution, and—
in a third way—in the probabilistic 
graphical model for LDA. Probabilistic 
graphical models provide a graphical 

language for describing families of 
probability distributions.e The graphi-
cal model for LDA is in Figure 4. These 
three representations are equivalent 
ways of describing the probabilistic 
assumptions behind LDA.

In the next section, we describe 
the inference algorithms for LDA. 
However, we first pause to describe the 
short history of these ideas. LDA was 
developed to fix an issue with a previ-
ously developed probabilistic model 
probabilistic latent semantic analysis 
(pLSI).21 That model was itself a prob-
abilistic version of the seminal work 
on latent semantic analysis,14 which 
revealed the utility of the singular value 
decomposition of the document-term 
matrix. From this matrix factorization 
perspective, LDA can also be seen as a 
type of principal component analysis 
for discrete data.11, 12

Posterior computation for LDA. 
We now turn to the computational 

e The field of graphical models is actually more 
than a language for describing families of 
distributions. It is a field that illuminates the 
deep mathematical links between probabi-
listic independence, graph theory, and algo-
rithms for computing with probability distri-
butions.35

Figure 3. A topic model fit to the Yale Law Journal. Here, there are 20 topics (the top eight are plotted). Each topic is illustrated with its top-
most frequent words. Each word’s position along the x-axis denotes its specificity to the documents. For example “estate” in the first topic 
is more specific than “tax.”
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Model	
  evaluaDon	
  
Standard topic model results entail showing some suggestive 
groupings of words into topics; quantitative evaluation hard 
 
Perplexity of test documents 
 
 
 
 
 
 
 
 
Or document classification: represent document based on its 
posterior topic proportionsàwin when small proportion of 
dataset labeled 

How to evaluate model?

Standard topic model results entail showing some suggestive groupings of
words into topics; quantitative evaluation not easy

One popular approach in language models: measure perplexity of test doc-
uments

perplexity(Dtest) =

exp

(

−
∑M

d=1 log p(wd)
∑M

d=1Nd

)

Can also consider document classification, representing document using
its posterior Dirichlet parameters φ(w): can obtain advantage when only
small proportion of dataset labeled

Perp(Dtest ) = exp !
log p(wd )d"

Ndd"

#

$

%
%

&

'

(
(



Author-Recipient-Topic model (McCallum et al., 2007)

extend LDA: analyze roles and relationships between people by analyzing
email words wrt topic distributions



Inference in Author-Recipient-Topic model

models message content, and directed social network in which messages
are sent

generative process, for each message d:

1. observe author ad and set of recipients rd

2. for each word in message d

(a) pick recipient r from rd

(b) pick topic from author-recipient pair-specific multinomial θad,r
(c) pick word w from topic-specific multinomial φz

Aim: calculate posterior distribution of topic and recipient assignments
given words – P (z, r|w) = P (w, z, r)/

∑

z,r P (w, z, r)

can compute joint, by integrating out unknown φ and θ distributions (tak-
ing advantage of conjugate Dirichlet priors), but denominator cannot be
calculated directly

instead use Gibbs sampling (see tutorial)



Enron email corpus

250K email messages, 147 people, 23K unique words



Topics and prominent sender/receivers



ART: Learns roles

ART implicitly finds roles of individuals



Discovering role similarity

reflects jobs: Blair (’gas pipeline logistics’)≈Watson (’pipeline facility plan-
ning’); Geaconne (’executive assistant’) vs. McCarty (’vice-president’)



Dynamic Topic Models (Blei & Lafferty, 2006)

imagine topics evolve over time, so order of documents important; assume
data divided by time-slice (e.g., year)

both Dirichlet distributions (over document topic proportions, and topic
word proportions) replaced by simple dynamic model
1. Draw topics

βt|βt−1 ∼ N (βt−1,σ
2I)

2. αt|αt−1 ∼ N (αt−1, γ
2I)

3. for each document
(a) θ ∼ N (αt, a2I)

(b) for each word
i. Z ∼

Mult(softmax(θ))

ii. Wtdn ∼

Mult(softmax(βtz))



Dynamic Topic Models: Results

Science corpus: 30K articles, 1881-1999, 250/yr; 16K vocabulary; 20-topic
dynamic model; trained using Kalman filter variational approximation



Infinite Topic Models

So far all the topic models require specification of the number of topics

now consider infinite version, where the number of topics is potentially infi-
nite

non-intuitive, yet fundamental idea underlying nonparametric Bayesian statis-
tics

represent only as many topics as needed for a given dataset

examples of infinite models: Gaussian processes, Dirichlet process mix-
ture models


