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Meta-learning and Inductive Bias
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No Free Lunch Theorem

• (on the board)
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Inductive bias

• The assumptions about the data that are built into a 
machine learning algorithm

• Linear/logistic regression
• The output can be predicted as a linear function of the input

• k-NN with Euclidean distance
• Nearby points in Euclidean space have similar labels

• ConvNet layers
• Convolutions are useful for predicting the output
• The output can be predicted from functions that have local 

support in the input

• L2 Regularization
• The output is approximately linear in the input
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Few shot learning

• Learning with few input examples
• Few-shot learning: only a few examples are given per 

class

• One-shot learning: only one example given per output 
class

• (Zero-shot learning: classifying inputs without seeing 
examples of the class, but seeing some kind of 
description. E.g., finding zebras given the description 
“striped horse”)

• Requires strong (and appropriate) inductive bias
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Meta-learning
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• Tuning the learning process by 
learning multiple related tasks

• Many formulations
• Learning an optimizer
• Learning an RNN that ingests 

experience
• Learning a representation

• Tuning the inductive bias on the 
training set so as to well on the test 
set



Why is meta-learning a good 
idea?
• Deep learning works well, but requires large 

datasets

• In many cases, we have little data available for a 
specific task, but have more data for other, related 
tasks
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Meta-learning with supervised 
learning
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Supervised meta-learning with 
RNNs
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Meta-learning methods
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Basic idea: Nearest Neighbours

10

𝜙 = 𝜙𝜃
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Prototypical networks
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Representation
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Meta-learning as an optimization 
problem
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MAML in pictures
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What did we just do?
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Just another computation graph



Why does it work?
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