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AI Ethics



Ethics

• According to Wikipedia, there are three areas of 
ethics
• Meta-ethics, concerning the theoretical meaning and 

reference of moral propositions, and how their truth 
values (if any) can be determined;

• Normative ethics, concerning the practical means of 
determining a moral course of action;

• Applied ethics, concerning what a person is obligated (or 
permitted) to do in a specific situation or a particular 
domain of action
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https://en.wikipedia.org/wiki/Meta-ethics
https://en.wikipedia.org/wiki/Truth_value
https://en.wikipedia.org/wiki/Truth_value
https://en.wikipedia.org/wiki/Normative_ethics
https://en.wikipedia.org/wiki/Applied_ethics
https://en.wikipedia.org/wiki/Obligation


AI Ethics

• Some see AI Ethics as being akin to medical ethics –
just as there are guidelines about how to behave in 
situations involving medical patients, there ought 
to be guidelines about how to develop AI
• This is more an aspiration than the current situation –

there is no AI Code of Ethics

• Some see the practice of AI Ethics as simply 
reflecting on what one is doing, and choosing to do 
the right thing
• Practicing personal ethics when developing AI
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Different approaches to AI Ethics

• Decide as a community what the ethical guidelines 
are, and them have everyone follow the guidelines
• Akin to medical ethics

• Encourage individuals to reflect on the ethical 
aspects of their work, hoping that individuals would 
choose to do the right thing

• Not necessarily a dichotomy
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Instances of bad AI Ethics

• When they teach you medical ethics, they often 
point to instances where medical ethics was not 
followed

• We’ll take a similar approach to AI Ethics
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Aside: not always a broad 
consensus about medical ethics
• There was a vocal group of journalists and bloggers that 

claimed that not use running human challenge trials for 
COVID vaccines was an ethical lapse
• In human challenge trials, healthy humans would be infected 

with COVID in order to quickly test vaccines/treatments
• Human challenge trials are often considered unethical (with 

exceptions)

• There is a wide variety of opinion on how fetuses 
should be treated

• I’ll give you the arguments for what are fairly widely 
considered instances of “Bad AI Ethics” (but in some 
instances are also widely used)
• Decide for yourself!
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Bad AI Ethics: COMPAS

• A system to predict recidivism, used to determine 
whether to grant bail or not
• Argument: the system reproduces racially unequal 

outcomes
• Argument: a computer shouldn’t decide whether to 

grant bail or not
• Argument: the bail system is inherently bad and 

participating in it is bad
• Counterargument: unless we get rid of the bail system, 
something needs to be used to decide whether to grant 
bail, and that something (an algorithm or a human) is 
better if it’s at least calibrated
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Bad AI Ethics: ImageNet

• Argument: images collected without subjects’ 
informed consent
• Images could be reproduced by e.g. GANs accidentally

• Argument: images are sometimes pornographic 
and sometimes offensive

• Argument: labels and images encode racist and 
sexist attitudes

• Counterargument: to the extent that very large 
datasets are important for AI development, it is 
hard-to-impossible to curate them
• Counter-counter-argument: “ok, good”
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Bad AI Ethics: “AI Gaydar” 

• A system that was trained on photos from dating 
websites and predicts the sexual orientation of the 
person in the profile pic

• Argument: the system could be used by a government 
to persecute people based on their photos

• Argument: the paper implies that it’s possible to tell 
someone’s sexual orientation from their features, when 
it’s just as likely that the system is picking up on 
clothing/accessories/etc
• Argument: it is bad to support the idea that physical features 

can be used to infer something about the person’s character
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Bad AI Ethics: Inferring IQ from 
Essays
• Argument: bad to imply that IQ is a valid construct

• Argument: such a system is probably biased against 
some social groups

• Counterargument: this is not different from any
other test that’s similar to an IQ test
• Counter-counter-argument: “ok, good”
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Bad AI Ethics: Large Language Models 
(LLMs) Trained on Internet-Scale 
Datasets
• Argument: training LLMs is expensive

• Benefits accrue to rich companies that train LLMs and speakers of English (and a 
few other languages)

• Costs from effects of CO2 emissions are borne by people in countries that are 
often not English-speaking (Counterargument: the CO2 emissions are not that 
large)

• Argument: training on internet-scale data necessarily means that the 
language of internet users (disproportionately rich and white) is 
prioritized in modelling

• Argument: training on internet-scale data means attitudes and biases 
existing on the internet, such as racism and sexism, are encoded in the 
model

• Argument: prioritizing research on LLMs takes time and resources away 
from other approaches that might work on “low-resource languages” 
(languages for which internet-scale data is not available)

• Argument: LLMs aren’t the right avenue to pursue to develop true AI 
anyway, so training them wastes resources
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Bad AI Ethics: Stable Diffusion

• Argument: uses data scraped from the internet
without informed consent from the authors

• Argument: upends the economy of the creative 
sector

• Counter-argument: the technology is out there,
might as well make your app before someone else
does
• Counter-counter-argument: this doesn’t make it ethical

for you to make/use the app
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Bad AI Ethics: “Giant AI 
Experiments”
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Bad AI Ethics: “Giant AI 
Experiments”
• GPT-n will 

• “flood our information channels with propaganda and 
untruth”

• “automate away all the jobs, including the fulfilling ones?”
• “develop nonhuman minds that might eventually outnumber, 

outsmart, obsolete and replace us?”
• “we risk loss of control of our civilization?”

• “Such decisions must not be delegated to unelected 
tech leaders. Powerful AI systems should be 
developed only once we are confident that their 
effects will be positive and their risks will be 
manageable.”
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Making AI practitioners more 
ethical
• Encourage individuals to reflect on the ethical 

aspects of their work, hoping that individuals would 
choose to do the right thing
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Making AI practitioners more 
ethical
• One of the premier machine learning conferences, 

NeurIPS, required a “broader impact” statement 
from all papers in 2020
• Made more optional in 2021
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GPT-3 paper
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Other NeuRIPS papers
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Your broader impact statement
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• Think about the consequences for a variety of 
stakeholders

• Think about the uses and misuses of the 
technology you build

• Sometimes the honest answer is “I don’t know”
• In the project, explain why that is the answer



For and against broader impact 
statements
• Argument: a way to “nudge” researchers and 

practitioners toward thinking about the ethical 
implications of their work
• Everyone is responsible to not make the world a worse 

place

• Counterargument: a requirement necessarily 
produces shallow and empty statements
• Countercounterargument: well maybe papers with 

shallow and empty statements should be rejected

• Countercountercounterargument: but often shallow and 
empty is genuinely the best anyone can do
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