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COMPAS

• “Correctional Offender Management Profiling for 
Alternative Sanctions”
• Developed by Northpointe (currently Equivant)

• Used by a lot of probation departments to assess the 
likelihood of a defendant becoming a recidivist

• Defendants who are defined as medium or high risk are 
more likely to be detained before trial
• (N.B., this is only suggestive of importance)

• Race is not an input to the algorithm
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http://www.northpointeinc.com/downloads/research/D
CJS_OPCA_COMPAS_Probation_Validity.pdf

http://www.northpointeinc.com/downloads/research/DCJS_OPCA_COMPAS_Probation_Validity.pdf
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Observational measures of 
fairness
• C – output of the classifier

• Y – ground truth (rearrested/was not rearrested)

• D – demographic
• For simplicity 0 or 1

• X – features 

• Demographic parity
• 𝑃 𝐶 = 1 𝐷 = 0 = 𝑃 𝐶 = 1 𝐷 = 1

• False positive parity (“equal opportunity”)
• 𝑃 𝐶 = 1 𝐷 = 0, 𝑌 = 0 = 𝑃 𝐶 = 1 𝐷 = 1, 𝑌 = 0
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Observational measures of 
fairness
• Demographic parity

• 𝑃 𝐶 = 1 𝐷 = 0 = 𝑃 𝐶 = 1 𝐷 = 1
• Everyone is predicted to re-offend at the same rate, regardless of demographic
• A type of “classification parity”

• False positive parity (“equal opportunity”)
• 𝑃 𝐶 = 1 𝐷 = 0, 𝑌 = 0 = 𝑃 𝐶 = 1 𝐷 = 1, 𝑌 = 0
• People who did not reoffend predicted to reoffend at the same rate, regardless 

of demographics
• A type of “classification parity”

• Accuracy parity
• 𝑃 𝑌 = 1 𝐶 = 1,𝐷 = 0 = 𝑃(𝑌 = 1|𝐶 = 1,𝐷 = 1) and 
𝑃 𝑌 = 1 𝐶 = 0,𝐷 = 0 = 𝑃(𝑌 = 1|𝐶 = 0,𝐷 = 1)

• People predicted to reoffend actually reoffend at the same rate, regardless of 
demographics
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Calibration

• 𝑃 𝑌 = 1 𝑠 𝑋 = 𝑠, 𝐷 = 0 = 𝑃 𝑌 = 1 𝑠 𝑋 = 𝑠, 𝐷 = 1
• The probability of re-arrest for people who got the same risk scores is the same

• N.B.: if the score is 0/1, this reduces to 
𝑃 𝑌 = 1 𝐶 = 1,𝐷 = 0 = 𝑃 𝑌 = 1 𝐶 = 1,𝐷 = 1
𝑃 𝑌 = 1 𝐶 = 0,𝐷 = 0 = 𝑃 𝑌 = 1 𝐶 = 0,𝐷 = 1
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Anti-classification

• Protected characteristics are not considered

• 𝑃 𝐶 = 1 𝑋 = 𝑃(𝐶 = 1|𝑋′) if 𝑋 and 𝑋’ only differ 
by protected demographic
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Utility functions

• Can assign a cost to each of true positive/true 
negative/false positive/false negative, and then 
compute the expected utility for a rule for making 
decisions

• Optimal rules are of the form 
𝑃 𝑌 = 1 𝑋 ≥ 𝑡ℎ𝑟

• Sketch of proof
• An exchange argument: always better to predict C = 1 for 

riskier individuals 

12



Generally, can’t satisfy two 
measures simultaneously
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Accuracy parity vs. PPV Parity 

Low-risk: 10% chance of re-arrest

High-risk: 80% chance of re-arrest

• Assume the system perfectly identifies low vs. high-risk

• Group A: Predict 60 will be arrested. 12/60 won’t be.

• Group B: Predict 50 will be arrested. 10/50 won’t be.

• Group A: error rate is 
12+4

100
= 16%

• Group B: error rate is 
10+5

100
= 15%

• Equalizing the error rates (perhaps by randomly erring when 
deciding about group B, if the user is acting in bad faith) will mess 
up the false-positive parity
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Group A Group B

Low-risk: 40, High-risk: 60 Low-risk: 50, High-risk: 50



Accuracy disparity when False 
Positive Parity holds
• The mix of False Positives is different for different 

populations
• Mix of high-risk individuals and low-risk individuals who 

did not end up re-offending
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Discrimination before Fairness in 
ML
• Statistical discrimination

• Charging male drivers more for insurance

• Predicting younger people are more likely to reoffend

• Predicting male defendants are more likely to reoffend

• “Taste-based discrimination”
• Discrimination by the decision-maker that decrease an 

objective measure of the decision-maker’s utility (the 
decision-maker has a “taste for discrimination”) (Gary 
Becker 1957)
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Discrimination before Fairness in 
ML
• Law usually focuses on the intent of the decision-maker 

to commit taste-based discrimination
• If there is an observed disparity, that can trigger “strict 

scrutiny”: the decision-maker needs to justify their decision

• In housing and employment, statistical disparities can 
be illegal unless they are justified
• Griggs v Duke Power: the company could not require a high-

school diploma for promotion since it was found there was no 
relation between job performance and having a diploma, 
because of racial disparity in promotion/having a diploma

• “Unjustified disparate impact”: intent to discriminate not
needed for the requirement to be illegal
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Limitations of Anti-Classification
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Sometimes need to consider demographics to get the best probability. COMPAS didn’t,
So there’s no calibration wrt gender



Limitations of demographic 
parity/FP parity/etc
• Not necessarily compatible with each other

• Not compatible with calibration
• (Again, calibration: scores mean the same thing 

regardless of demographic)
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Limitations of calibration
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Presence of discrimination 
despite calibration
• Redlining: the practice of not approving loan 

applications for predominantly black 
neighborhoods

• When predicting default rates just based on the zip 
code, calibration could be satisfied
• If black neighborhoods are also generally poorer

• There can be discriminatory intent in neglecting to use 
other features of the individuals
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Label bias

• The y’s (outcomes) in the training set might not be 
labelled correctly
• In the COMPAS data, y = 1 if there was re-arrest

• But we want to measure violent crime
• Racial bias in the amount of policing in different neighborhoods

• But could downweight e.g. drug arrests

• Some arrests are not for violent crime

• We don’t have counterfactual information
• We observe data that’s conditioned on a judge’s past decision

• But can look at the two years after the release

22



Sample bias

• If the training set is not representative of new data, 
that is a problem
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Simple and transparent models

• Advantages:
• More likely to be adopted/trusted

• Less sensitive to changes in data

• Disadantages
• Worse accuracy
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Externalities + Equilibrium Effects

• Sometimes useful to think of decisions on a group 
level rather individual level
• E.g. diversity is a measure of the group rather than 

individuals

• Predictive policing may create a feedback loop
• More predicted crime => more policing => more 

detected crime => more predicted crime
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Beyond observational measures

• Want to model the causal structures directly, and 
eliminate consideration of the causes of 
discrimination

• Requires very strong modelling assumptions

26



27



Counterfactual Fairness

• Require 

𝑃 𝐶 = 1 𝑋 = 𝑥, 𝑑𝑜 𝐴 = 0 = 𝑃 𝐶 = 1 𝑑𝑜 𝐴 = 1

A is the sensitive characteristic

• Interpretation: treat person with characteristic A=0 the 
same as you would treat that person with the characteristic 
changed to A=1

• Not the same as anti-classification/fairness through 
unawareness!
• In general, if A affects X, the probability P(C=1) will change if we 

apply do(A=0)
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Counterfactual Fairness: Red Car
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• No direct relationship between Gender and Accidents, but Gender and 
Aggressiveness both cause driving red cars

• If we use Red Car as a variable (or any other variables that Gender causes, 
directly or indirectly), our estimates will in general not satisfy counterfactual fairness

𝑃 𝑓(𝑅𝑒𝑑𝐶𝑎𝑟) = 1 𝑑𝑜 𝐺𝑒𝑛𝑑𝑒𝑟 = 1 , 𝐸𝑥𝑝 = 𝑃 𝑓(𝑅𝑒𝑑𝐶𝑎𝑟) = 1 𝑑𝑜 𝐺𝑒𝑛𝑑𝑒𝑟 = 0 , 𝐸𝑥𝑝

• (But we can fix this by considering Gender as an input as well)

• We are setting insurance rates
• Want to be counterfactually fair 

w.r.t. gender
• Aggressivness and Gender are 

both related to driving a red car
• Aggressiveness is related to risk 

of accidents
• Cannot measure 

aggressiveness directly

Exper
ience



Counterfactual fairness: recipe

• Idea: in a causal graph, exclude any node that’s 
caused directly or indirectly by the sensitive 
characteristic

• This implies counterfactual fairness
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Predicting The Final Year Average 
in Law School
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• Infer K for each individual
• Now can use K as predictor of success
• Idea: for an individual, the prediction will be the same in the actual world, and 

in a counterfactual world where they have different demographics
• Requires a causal model of the world

RStan code: https://github.com/mkusner/counterfactual-fairness

https://github.com/mkusner/counterfactual-fairness


Counterfactual Fairness

• Somewhat analogous to 
demographic parity: want the 
same success rate to be the 
same for individual regardless 
demographics (basically)
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Predicting The Final Year Average in 
Law School: What’s wrong with this 
picture?
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(Opinionated) Conclusions

• Most fairness measures are not compatible
• Should always consider various fairness criteria when 

designing/deploying opaque systems
• Observational fairness criteria are all questionable and 

incompatible – more about posing questions than 
answering them

• Tension between requiring calibration (same scores 
mean the same thing for everyone), considering group 
effects and feedback effects, and considering label and 
inputs bias

• Causal fairness is the right thing to do if we understand 
all the mechanisms that generate all the data. But we 
don’t
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• George D.: “Part of the field is about answering the 
question "How do we make sure no one ever uses 
logistic regression to sentence or convict people" or 
something equally problematic. So work like this: 
https://arxiv.org/pdf/1810.03993.pdf”
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https://arxiv.org/pdf/1810.03993.pdf?fbclid=IwAR0YbuoDydHzbHLY2Jd6i6AdESOLUUW4TESK3CziP9U0I8UQDqyqJfuUfFI
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