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Darwin’s Finches

• Darwin’s Conjecture (mid 19th century): the 
different kinds of finches on Galapagos Islands have 
different kinds of beaks because they adapted to 
their respective environments

• Data (from 1980s): the beak depths of more than 
20 generations of finches

• In 1977, there was 

a drought, and only large,
tough seeds were available



(Beak data)



Review: The Null Hypothesis

• Null Hypothesis:
• Assume the beak depths are normally distributed, both 

pre-draught and post-draught

• The difference between the means of the distributions 
of beak depths pre-draught and post-draught is 0

• Why not a difference of e.g. 0.1 as the null 
hypothesis?



Null Hypothesis

• Ideally, the Null Hypothesis being true means that 
nothing interesting is going on. Ideally, rejecting the 
Null Hypothesis means that we learned something 
new. By default, we’d rather keep believing nothing 
interesting is going on and not believe something 
false
• More or less the case here. It wouldn’t be that surprising 

if the beak depth didn’t have much to do with the 
toughness of the seeds 



Review: p-values

• Test statistic: some function of the observed 
sample
• The sample: all the measurements made both pre-

draught and post-draught

• Example of a test statistic: the difference between the 
means pre-draught and post-draught

• A more useful example of a test statistic: the difference 
between the means pre-draught and post-draught, 
divided by the estimate of a standard deviation

• What is a p-value, in terms of a test statistic?
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Review: p-values

• Test statistic: some function of the observed 
sample
• The sample: all the measurements made both pre-

draught and post-draught

• Example of a test statistic: the difference between the 
means pre-draught and post-draught

• A more useful example of a test statistic: the difference 
between the means pre-draught and post-draught, 
divided by the estimate of a standard deviation

• P-value: a measure of how extreme the test 
statistic is, assuming the null-hypothesis is true
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Review: p-value of a test statistic

• Assuming the Null Hypothesis is true, the probability 
that the test statistic will be as extreme, or more 
extreme, than the observed value of the test statistic, 
when data is repeatedly sampled from the model
• Null Hypothesis: 𝑋1, 𝑋2, 𝑋3, … , 𝑋89~𝑁 𝜇𝑋, 𝜎

2

𝑌1, 𝑌2, 𝑌3, … , 𝑌89~𝑁 𝜇𝑌, 𝜎
2

𝜇𝑋 = 𝜇𝑋

• Test statistic:       T =
ത𝑋−ത𝑌

𝑆𝐸( ത𝑋−ത𝑌)
(𝑆𝐸 ത𝑋 − ത𝑌 is the estimate of the SD of ത𝑋 − ത𝑌)

• We obtain the particular sample 𝑥1, … , 𝑥89, 𝑦1…𝑦89, and 
compute a particular 𝑡

• (One-sided) p-value: 𝑃 𝑇 > 𝑡 , assuming the null hypothesis 
is true



Interpreting p-values

• 𝑃 𝑇 > 𝑡 < 0.05
• (Small p-values in general)

• We say “There is evidence against the Null Hypothesis”

• If the Null Hypothesis is true, observing the value of the 
test statistic 𝑡 that we actually observe would be unlikely

• 𝑃 𝑇 > 𝑡 ≥ 0.05
• (Large p-values in general)

• We say “There is no (or weak) evidence against the Null 
Hypothesis”

• If the Null Hypothesis is true, we would not be surprised 
to observe the value of 𝑡 that we observed



ASA Statement on P-values

1. P-values can indicate how incompatible the data are with 
a specified statistical model.

2. P-values do not measure the probability that the studied 
hypothesis is true, or the probability that the data were 
produced by random chance alone.

3. Scientific conclusions and business or policy decisions 
should not be based only on whether a p-value passes a 
specific threshold.

4. Proper inference requires full reporting and transparency

5. A p-value, or statistical significance, does not measure the 
size of an effect or the importance of a result.

6. By itself, a p-value does not provide a good measure of 
evidence regarding a model or hypothesis.



Q-tips
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Say p < 0.05

• Is it reasonable to say we are 95% sure the null 
hypothesis is false?

• When can we not conclude anything at all, even if p 
< 0.05?
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Types of errors

• Type I error: rejecting the null hypothesis, even 
though it is not false

• Type II error: not rejecting the null hypothesis, even 
though it is false
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“I’ve never in my professional life made a Type I error or
a Type II error. But I’ve made lots of errors. How can this 
be?

• A Type 1 error occurs only if the null hypothesis is true 
(typically if a certain parameter, or difference in 
parameters, equals zero). In the applications I’ve 
worked on, in social science and public health, I’ve 
never come across a null hypothesis that could actually 
be true, or a parameter that could actually be zero.

• A Type 2 error occurs only if I claim that the null 
hypothesis is true, and I would certainly not do that, 
given my statement above!”
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Andrew Gelman’s Error Typology

• Type S error: claiming that the effect is positive 
when it is actually negative

• Type M error: claiming a large-magnitude effect 
when the effect is actually small
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Science-Wide False Discovery 
(Type I error) Rate
• What would you expect in an ideal world?
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Science-Wide False Discovery 
(Type I error) Rate
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• More modest estimates are usually around 15% false findings



False Discoveries

• Publication bias/file drawer effect: a study 
showing there is an effect will be published, a study 
not rejecting a null hypothesis will not be

• The garden of forking paths/p-hacking: 
researchers will try different hypotheses, or shape 
hypotheses in such a way as to obtain a significant 
result (often unintentionally) 

• Bad models leading to bad p-values
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Remedies

• Never believe just one study on its own
• Doctors never do
• Attempts at replication and meta-analyses (looking at 

multiple studies) can address some of the issues

• Pre-registration
• Specify what hypothesis is being tested before collecting 

the data
• Expensive and difficult
• The practice in biomedical fields

• Have solid theory behind models and null-
hypotheses
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Remedies

• In high-energy physics, p=0.003 means evidence of 
a particle. It’s only a discovery if p=0.0000003
• How does one get really high p-values in general?
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Bayesian Inference (for finches)

• Frequentist inference/hypothesis testing 
framework: if the actual difference is 0, would we 
be very unlikely to obtain the value we actually 
obtain?

• Bayesian inference: obtain a posterior distribution 
for the difference d
• Report the distribution
• Requires a prior distribution

• We’ll discuss when those are possible to try to estimate using 
data

• Bad prior distribution => don’t need to bother with Bayesian 
inference
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CI for the difference between 
populations of finches
• What does a 95% CI mean?
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95% CI for the difference between 
populations of finches

• If the true difference is መ𝑑, then if we repeat the 
experiment 100 times, the estimated difference will 
fall within the CI 95% of the time
• መ𝑑 is the estimated difference, not the true difference

• Experiment: sample from the same populations (1976 
and 1978 finches)

• Not true that the difference is within the CI with 
probability 95%

27


