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COMPAS

• “Correctional Offender Management Profiling for 
Alternative Sanctions”
• Developed by Northpointe (currently Equivant)

• Used by a lot of probation departments to assess the 
likelihood of a defendant becoming a recidivist

• Defendants who are defined as medium or high risk are 
more likely to be detained before trial
• (N.B., this is only suggestive of importance)

• Race is not an input to the algorithm
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http://www.northpointeinc.com/downloads/research/D
CJS_OPCA_COMPAS_Probation_Validity.pdf

http://www.northpointeinc.com/downloads/research/DCJS_OPCA_COMPAS_Probation_Validity.pdf
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Dressel and Farid (2018)

• A logistic regression model with age, sex, number 
of juvenile misdemeanors, number of juvenile 
felonies, number of prior (nonjuvenile) crimes, 
crime degree, and crime charge as the predictors 
did as well as COMPAS (around 65% correct rate)

• Untrained humans, presented with the same data, 
guessed correctly 62% of the time
• If we had several people vote, they got the outcome 

correct 67% of the time
• Both 62% and 67% are very close to 65%

• Consistent with what you saw in the project
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Fairness

• False positive parity
• Probability of a person who won’t recidivate staying in 

jail is the same regardless of the sensitive characteristic

• Accuracy parity
• Everyone is classified correctly at the same rate 

regardless of sensitive characteristics

• Demographic parity
• The same proportion of people is predicted to 

recidivate, regardless of demographics

• In general, can only mathematically have one
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Making the classifier fair

• We built a classifier that we found did not satisfy false 
positive parity

• Adjusted thresholds to make it fair

ቊ
𝑌𝑒𝑠 𝑖𝑓 𝑦 > 0.5, 𝑑𝑒𝑚𝑜𝑔𝑟𝑎𝑝ℎ𝑖𝑐 = 𝐴
𝑌𝑒𝑠 𝑖𝑓 𝑦 > 0.55, 𝑑𝑒𝑚𝑜𝑔𝑟𝑎𝑝ℎ𝑖𝑐 = 𝐵

• Increasing the threshold 
• Decreases the number of times we say “yes”
• Will generally decrease the false positive rate, and increase 

the false negative rate
• Moving the threshold away from 0.5 decreases accuracy 

(usually)

9



A classifier is only as good as the 
data
• We are predicting re-arrests

• If the arrests themselves are biased, the classifier 
will be biased
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• “Part of the field [of fairness in machine learning] is 
about answering the question "How do we make 
sure no one ever uses logistic regression to 
sentence or convict people" or something equally 
problematic” – George D.

• Counterpoint: are people better?

• Important to be aware of fairness and bias issues
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