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Terminology note

• “Supervised machine 
learning” is the same as 
“predictive modelling” 
• Machine Learning is 

usually applied to 
larger datasets
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The dangers of math snobbery 
according to Moritz Hardt
• “Technical work without understanding social 

context”

• “Thinking we’re more rigorous than social 
scientists”

• “Justifying an approach by the math it entails”
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Running examples

• A model that estimates the probability that a 
person will recidivate
• Used in deciding whether to grant bail

• A model that estimates the probability that a 
person will default
• Used in deciding whether to offer a loan
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COMPAS
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https://www.propublica.org/article/machine-bias-risk-assessments-in-
criminal-sentencing

https://www.documentcloud.org/documents/2998391-ProPublica-
Commentary-Final-070616.html

https://www.propublica.org/article/technical-response-to-northpointe

https://www.liebertpub.com/doi/pdf/10.1089/big.2016.0047

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.documentcloud.org/documents/2998391-ProPublica-Commentary-Final-070616.html
https://www.propublica.org/article/technical-response-to-northpointe
https://www.liebertpub.com/doi/pdf/10.1089/big.2016.0047


COMPAS

• “Correctional Offender Management Profiling for 
Alternative Sanctions”
• Developed by Northpointe (currently Equivant)

• Used by a lot of probation departments to assess the 
likelihood of a defendant becoming a recidivist

• Defendants who are defined as medium or high risk are 
more likely to be detained before trial
• (N.B., this is only suggestive of importance)

• Race is not an input to the algorithm
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http://www.northpointeinc.com/downloads/research/D
CJS_OPCA_COMPAS_Probation_Validity.pdf

http://www.northpointeinc.com/downloads/research/DCJS_OPCA_COMPAS_Probation_Validity.pdf
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Compas

• Basically, a logistic regression model, with the 
answers to the questionnaire as the predictors and 
the probability of another arrest as the outcome
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COMPAS

• Correct predictions about ~65% of the time, for 
both white and black defendents
• Black defendants who did not recidivate were 

incorrectly predicted to reoffend at a rate of 44.9%

• White defendants who did not recidicate were predicted 
to reoffend at a rate of 23.5%

• White defendants who did recidivate were incorrectly 
predicted to not reoffend at a rate of 47.7%

• Black defendants who did recidivate were incorrectly 
predicted to not reoffend at a rate of 28.0%
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What is a fair model, 
mathematically?
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What is a fair model, legally?

• Various legal rules in the US
• https://en.wikipedia.org/wiki/Disparate_treatment

• https://en.wikipedia.org/wiki/Disparate_impact

• 80% rule: if a group is hired at less than 80% the rate of 
another group, that is (sometimes) evidence of  adverse 
impact

• Various other tests used
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https://en.wikipedia.org/wiki/Disparate_treatment
https://en.wikipedia.org/wiki/Disparate_impact


Demographic parity

• Assume 𝐶 and 𝐴 are binary
• E.g. 𝐶 = 1 means “likely to reoffend” and 𝐴=1 indicates 

a protected group

• The classifier C satisfies demographic parity if
• The probability of saying “yes” and “no” is the same regardless 

of the value of A

•
#(𝐶=1,𝐴=0)

#(𝐴=0)
=

#(𝐶=1,𝐴=1)

#(𝐴=1)
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Accuracy parity

• The Classifier C satisfies accuracy parity if
• The prediction accuracy is the same for different demographics
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True positive parity

• The Classifier C satisfies true positive parity if
• The probability of getting a correct “yes” is the same 

regardless of demographics

• “Equal opportunity”
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False positive parity

• The Classifier C satisfies true positive parity if, for 
correct answer 𝑌,
• The probability of getting an incorrect “yes” is the same 

regardless of demographics
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Predictive value parity

• The Classifier C satisfies predictive value parity
• The probability of getting an incorrect “yes” is the same 

regardless of demographics

• The probability of getting an incorrect “no” is the same 
regardless of demographics
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Back to COMPAS

• Likelihood of a nonrecidivating black defendant being 
assessed as high risk is nearly twice that of white 
nonrecidivating defendants
• No false positive parity

• But accuracy parity is satisfied
• The probability that a defendant assessed as high risk will 

recidivate is roughly the same regardless of race

• Mathematically, it is not in general possible to satisfy 
both accuracy parity and false positive parity at the 
same time
• Only possible if the “base rates” – the proportions of people 

recidivating – are the same
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Accuracy Parity vs. False Positive 
Parity 
Low-risk: 10% chance of re-arrest

High-risk: 80% chance of re-arrest

• Assume the system perfectly identifies low vs. high-risk

• Group A: Predict 60 will be arrested. 12/60 won’t be.

• Group B: Predict 50 will be arrested. 10/50 won’t be.

• Group A: error rate is 
12+4

100
= 16%

• Group B: error rate is 
10+5

100
= 15%

• Larger differences in error rates for larger discrepancies

• Equalizing the error rates (perhaps by randomly erring when deciding 
about group B, if the user is acting in bad faith) will mess up the false-
positive parity
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Group A Group B

Low-risk: 40, High-risk: 60 Low-risk: 50, High-risk: 50



Accuracy Parity vs. False Positive 
Parity
• What if arrests are more likely in one neighborhood 

than another?
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Demographic Parity

• The Classifier C satisfies accuracy parity if
• The probability of saying “yes” and “no” is the same 

regardless of A 

• Does not rule out accepting random people in 
group a but only qualified people in group b
• Can happen if there is not enough data about group a

• If the base rates – proportions of people for whom 
Y=1 – are different across different groups, the 
perfect classifier C=Y is ruled out
• Y=1 is the correct answer
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Accuracy parity

• The Classifier C satisfies accuracy parity if

• The prediction accuracy is the same for different 
demographics

• Allows for the perfect predictor C=Y

• Discourages laziness by equalizing error rates in all 
groups

• False positive and negative rates will not in general be 
equal
• Might “make up” for rejecting qualified women by accepting 

unqualified men, making the accuracy the same across 
demographics
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True positive parity

• The Classifier C satisfies true positive parity if, for 
correct answer 𝑌,
• The probability of getting a correct “yes” is the same 

regardless of demographics

• “Equal opportunity”

• Suitable when a positive outcome is desirable, and 
we want everyone who is qualified to have an equal 
shot at it

• E.g., a system that decides if to grant loans to 
people
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Fairness through unawareness

• The model is not allowed to use/see demographic 
information

• But that information can often be inferred

• Will not lead to any of the other notions of fairness
• COMPAS does not measure demographic information

• Demographic information can often be fairly easily 
inferred given enough information

• Proxies for demographic information (e.g., the address) 
might be used by the model instead
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The classifier can only be as good 
as the training set
• Re-arrests may be a biased measure of public 

safety. Predominantly black neighborhoods are 
policed more heavily.
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Sources of unfairness (without 
explicit wrongdoing)
• Sample size disparity

• More training data generally leads to smaller errors

• More likely that there will be less training data for 
minority populations

• Argument: checking algorithms for the different 
notions of fairness will encourage companies to 
collect more data to improve their classifiers
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Sources of unfairness: biases in 
data
• Data collection procedures may be biased

• Decisions about how to measure data may be 
biased

• Extant text and image data may be biased
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Maciej Cegłowski
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• George D.: “Part of the field is about answering the 
question "How do we make sure no one ever uses 
logistic regression to sentence or convict people" or 
something equally problematic. So work like this: 
https://arxiv.org/pdf/1810.03993.pdf”
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https://arxiv.org/pdf/1810.03993.pdf?fbclid=IwAR0YbuoDydHzbHLY2Jd6i6AdESOLUUW4TESK3CziP9U0I8UQDqyqJfuUfFI


Conclusions

• Most fairness measures are not compatible

• Enforcing algorithmic fairness can reduce the 
classification accuracy of the algorithm
• But algorithms are not static: e.g., more data can be 

gathered to improve the accuracy and the fairness

• The way people use algorithms is probably more of 
an issue than formal fairness criteria

• Should always consider various fairness criteria 
when designing/deploying opaque systems
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