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BERT
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Training task 1: Masking
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Training task 2: Next Sent.
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Transformers
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Self-attention
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Multiheaded Self attention
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Positional encodings
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• Encodings of any two distinct positions are 
distinct

• Each position maps to only one encoding

• Test sentences may be longer than training

• Distance between two positions should be 
constant across sentences (of varying 
lengths).

Huh?



Training task 1: Masking
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• Real easy to do well on MASKed position and 
nothing else

• Real easy to learn to copy the context-
independent embedding

• So…

• 80% of the time: MASK

• 10% of the time: correct word

• 10% of the time: another random word

The truth about masking



Grammatical fn. in BERT
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Grammatical fn. in BERT
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Coreference in BERT
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Still room for natural logic…
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NeuralLog
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