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Automatic Speech Recognition (ASR) system evaluations have consistently revealed performance disparities along lines of race,
gender, socioeconomic status, and language variety. While these disparities are well-documented, they are often (implicitly or
explicitly) treated as issues that subsequent, larger, and more universal models will correct. We challenge this assumption of steady
progress through the first longitudinal study of ASR performance disparities, evaluating 11 prominent systems released between
2021-2025 across 5 datasets representing diverse English accent varieties. Our findings reveal that while speakers of standard varieties
maintain stable and improving performance, speakers of minority accents face substantial performance instability across model
generations, with degradations of up to 65% absolute Word Error Rate between successive releases. These patterns demonstrate that
performance disparities are not temporary anomalies but rather systemic failures of language technology development infrastructure
that disproportionately affect underrepresented speaker populations. We argue that standard ASR benchmarks enact an implicit
language policy privileging Mainstream US English varieties. Given that ASR systems are increasingly deployed in high-stakes contexts
where speakers of minority varieties already face linguistic discrimination (immigration systems, workplace surveillance, educational
assessment), continuous auditing for disparate impacts is critical.

CCS Concepts: • Human-centered computing → Human computer interaction (HCI); • Computing methodologies →
Natural language processing; Language resources.

Additional Key Words and Phrases: ASR, fairness, evaluation, longitudinal, sociolinguistics

ACM Reference Format:
Alexander Metzger, Aruna Srivastava, Ruslan Mukhamedvaleev, Eunjung Yeo, Syed Ishtiaque Ahmed, Nina Markl, Sachin Kumar,
and Farhan Samir. 2025. Connecting the Dots: A Longitudinal Study of Performance Disparities in Automatic Speech Recognition. 1, 1
(January 2025), 19 pages. https://doi.org/XXXXXXX.XXXXXXX

∗Both authors contributed equally to this work.

Authors’ Contact Information: Alexander Metzger; Aruna Srivastava; Ruslan Mukhamedvaleev, Koel Labs LLC, Seattle, Washington, USA, {alex,aruna,
ruslan}@koellabs.com; Eunjung Yeo, University of Texas at Austin, Austin, USA, eunjung.yeo@utexas.edu; Syed Ishtiaque Ahmed, University of Toronto,
Toronto, Canada, ishtiaque@dgp.toronto.edu; Nina Markl, University of Essex, Colchester, England, nina.markl@essex.ac.uk; Sachin Kumar, Ohio State
University, Columbus, USA, kumar.1145@osu.edu; Farhan Samir, University of Toronto, Toronto, Canada, fsamir@dgp.toronto.edu.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components
of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
Manuscript submitted to ACM

Manuscript submitted to ACM 1

https://doi.org/XXXXXXX.XXXXXXX


53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

2 Metzger & Srivastava et al.

1 Introduction

Automatic Speech Recognition (ASR) systems are among one of the oldest, formative pursuits in computational
linguistics research [53]. Concerns about the limited robustness of these systems, owing to the relative homogeneity of
their training datasets, have been prominent for decades [9]. A wide array of studies have reported on performance
disparities among important demographic constructs. At different points in time, English ASR systems have been shown
to be worse for children and the elderly [9, 89]; for Black speakers compared to white speakers in the US [47, 50]; for
speakers from lower socioeconomic backgrounds [15]; and for speakers of stigmatized varieties of English [37, 56],
among others. While these studies are situated in particular temporal contexts, relying on prominent models and
organizational APIs at the time, the same types of biases are found across linguistic and technical contexts.

One common response to these reported shortcomings is the use of different strategies to reshape the training
data distribution: targeted training data acquisition, corpus resampling, data augmentation, among other methods;
for a review see Table 4 in [63]. However, these ad-hoc patches risk concealing broader systemic challenges in the
benchmark-driven infrastructure that has been the dominant paradigm in Machine Learning (ML) system development
research [28]. That is, this ad-hoc approach treats performance disparities as temporary shortcomings, or glitches [7],
rather than enduring aspects of norms and ideologies pertaining to building machine learning systems for speech [22].
While biases furthermore can be targeted and optimized, this does not guarantee that they are taken up.

In this work, we evaluate 11 prominent models on datasets that are designed to capture a wide range of varieties of
English (Section 4.1). These datasets then provide an opportunity to assess performance of ASR models at the margins of
the contexts the models were designed for. We find that speakers of minority accent varieties frequently observe major
performance degradations between successive model releases, while speakers of more standard varieties benefit from
stable performance over new generations of models. Thus, our results complicate commonplace narratives of monotonic
progress in machine learning research and show empirically that improvements in models are distributed unevenly
across speaker groups. Moreover, our findings are aligned with previous positions that ML benchmarks ought to be
treated like physical infrastructure, requiring continuous and documented updating [42, 59]. Finally, these findings call
for greater transparency of speech processing systems that are deployed in downstream applications where speakers
of marginalized English varieties would come into sensitive contact with them, especially in contexts characterized
by hierarchy, including but not limited to schools, workplaces, and incarceration facilities where language practice is
highly scrutinized [58].

2 Global Englishes, Language Ideologies and ASR evaluation

To contextualize and motivate our analysis, we briefly discuss Global Englishes and linguistic discrimination, We then
highlight common ideologies about language in language technology research, before exploring how these different
issues (linguistic discrimination and language variation, computationalist approaches to language) come together to
shape current benchmarking practices in automatic speech recognition.

2.1 English Varieties and Linguistic Hierarchies

English has long served as the global lingua franca, the result of complex intertwined histories of colonialism, glob-
alization, and US cultural hegemony. More specifically, applied linguistics scholars have argued that the dominance
of the standard prestige varieties Mainstream US English (MUSE) and Standard Southern British English (SSBE) is
inextricable from the central role that the British empire, and, later, the United States played in implementing capitalist
Manuscript submitted to ACM



105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156
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world-economy [67]. Close adherence to prestige varieties is robustly rewarded in the labor market, and deviance is
penalized [67]. This has been a longstanding effect, with recent studies showing that standard varieties are rewarded by
greater perceived competency, and therefore greater access to prestigious employment [43, 84]. While connections
between language varieties and ostensible relationships with professional and intellectual competencies have been
dispelled in sociolinguistics and linguistic anthropology circles, perceptions rooted in all too familiar bigotries, they
still remain deeply and broadly entrenched among the public [21].

Global Englishes exhibit vast diversity among both standard and non-standard speakers, varying across geographical
regions, cultural contexts, age groups, educational backgrounds, and linguistic histories. Varieties spoken by both
first-language and second-language speakers of English beyond and within hegemonic centers of English (especially
the US and the UK) differ from hegemonic varieties on multiple linguistic axes (phonetics, phonology, syntax, lexicon,
among others). These varieties and their speakers represent the vast majority of English speakers globally, but remain
marginalized. In addition to the social and economic discrimination discussed above, they remain under-represented (and
often entirely forgotten) in the development of language technologies. This exclusion can have dramatic consequences
as larger parts of our professional and social lives involve interacting with or through such technologies.

2.2 Ideologies about language and computation

The long prevailing understanding in science and technology studies is that by default new technological innovations,
while often framed commercially as disruptive and libratory, will tend towards reflecting and amplifying existing social
orders [8, 35, 88]. We should expect this to be the case for speech technologies all the same, and indeed by now many
reports of hierarchical performance in ASR systems trend in the way we would expect. But here we will place these
studies in a broader cultural context, to understand why the disparate effectiveness of these systems are systemic
problems rather than episodic and independent glitches. To see this, we should first observe that the conceptualization
of language in computational culture tends to be one that is isolated from people, speakers and listeners, communities of
practice [10]. Instead, languages tend to be treated as discrete, bounded objects, in stark opposition to the study of Global
Englishes that in its very name emphasizes its pluricentricity [67, Chapter 7]. In language technology scholarship, the
taxonomization of language into discretized, separable, bounded, and countable codes— practice critiqued in linguistic
anthropology [32, 68, 83]—is remarkably prevalent.

Consider, for example, papers titled “How to adapt your pretrained multilingual model to 1600 languages” [30],
“Scaling speech technology to 1000+ languages” [72], and “Extending Multilingual Speech Synthesis to 100+ Languages
without Transcribed Data”, just to name a few. From these publications at major conferences, we can start to gleam
that this formation of languages as natural, distinctive, and countable objects is largely taken for granted – “an
objectualization, of language and its use, in which language acquires a thinginess” [86]. Nor is this conceptualization a
recent development; in his famous and formative memorandum on machine translation, Natural Language Processing
pioneer Warren Weaver understood languages as being independent codes (or as he originally wrote them, “routes”)
that had a “univocal interpretation” [35, pp. 86]. Thus, the computational treatment of language lends itself towards
objective, standard definitions of language. While there is of course flexibility in how this standard for English might be
defined, in practice, it has been shaped by people and institutions in the Global North.

2.3 ASR Evaluation Infrastructure

ML benchmark datasets have been theorized as a form of infrastructure [25, 42], in many senses of the concept [12].
Most importantly for our purposes, they undergird the development of new speech-processing models; and the human
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judgments that went into the data curation process [82] become more invisible as they become naturalized as standard
benchmark datasets [25]. For ASR benchmarks, these are socio-linguistic judgments about the type of speech that
is considered “typical” and thus important to model, and the types that can be made invisible and subsequently
ignored. In effect, this process of formalization into a benchmark dataset can be interpreted as a type of language
policy [59], specifying the spoken English varieties and contexts that are most appropriate. Many Global Englishes are
foregone in the curation of standard ASR benchmarks. While some recent work draws attention to these concealed
positionalities [34, 51, 57], established benchmarks are used in model evaluation without much discussion as part of
conventional evaluation practices. What remains marginal in technical research, despite the inclusion of more diverse
benchmarks [e.g., 46], is deeper engagement with the limitations of benchmarks and approaches which incorporate
social constructionist view of language [cf. 80].

There is clearly value in building out such shared infrastructure, enabling large-scale community collaboration across
varied institutional contexts. Simultaneously, however, it raises major concerns around construct validity, especially as
the culture of AI research has been criticized for over-claiming the generality of the tasks defined by these benchmarks
[77]. As originally recounted by Raji et al., the ImageNet dataset was described as “an attempt to map the entire world of
objects”; the GLUE benchmark as frameworks for developing “general-purpose language understanding technologies”;
both served as infrastructure by way of grounding development efforts into a single defined performance number [77].
Through such generalistic framings, these benchmarks obfuscated the normative decisions that went into standardizing
visual and textual information in specific ways [77].

Similarly, construct invalidity in speech processing benchmarks is also a major concern. Because mainstream English
varieties are “aggressively hegemonic” [86], they are made to feel neutral, unmarked, or objective. This aligns well
with the political values in constructing machine-learning datasets, described by [82], in particular, the high appraisal
of impartiality, or objectivity, in data collection. That geographic, temporal, and social considerations inform this
objective standard is rarely acknowledged [82]; instead, MUSE and SSBE speech datasets are typically labeled as simply
“English”. The failure to contend with the positionalities in data collection then necessarily leads to concerns of construct
validity [77]; namely, that the understanding of English that is constructed is a rather narrow sampling of Global
Englishes. Benchmarking infrastructure is understood to not only conceal normative biases but amplify them through
the “reputation of neutrality and fair judgment” that is given to numerical knowledge [64], in the form of a “single
performance number.”

3 Prominent Evaluation Benchmarks

Here we argue that prominent evaluation benchmarks effectuate an Anglocentric language policy. While there are no
firm prescriptions (e.g., by publishers, regulators or professional organisations) regarding benchmark selection, there is
nevertheless a clearly observable norm within the field. As observed in [59], “the absence of an official policy...often
serves only to reinforce the power and hegemony of prestige varieties, and marginalize others.” We can still analyze
regularities in benchmark selection, and these historically entrenched regularities can be constituted as a de facto
language policy [59].

3.1 Benchmark Selection

We study these regularities by first selecting a range of 11 prominent ASR models over the last 4 years, shown in
Table 1. We selected models from 2021 onwards, as this period is when large-scale pre-training emerged as the dominant
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paradigm in machine learning [38].1 We selected organization that are notable for prominent speech-processing
technologies: Mozilla, Microsoft, OpenAI, Meta, CMU, Alibaba, NVIDIA, and Google. We list the benchmarks that were
employed in assessing the English ASR capabilities of these models, gathered from the models’ corresponding technical
reports that are referenced in the table. In the case of composite benchmarks like SUPERB [92], OpenASR [87], and,
SpeechStew [17], we list all of the constituent datasets individually rather than the aggregated benchmark.

We then bisect the set of evaluation benchmarks to highlight ones that are conducive to evaluating robustness to
accent variation (Section 3.1.1), especially outside of prestige varieties like Mainstream US English, and those that are
centered on prestige English varieties (Section 3.1.2). We explain this categorization in the following section.

3.1.1 Categorizing benchmarks – Diversity of English Varieties.

VoxForge “Our source for accented speech is the publicly available VoxForge (http://www.voxforge.org)
dataset, which has clean speech read from speakers with many different accents.” [2]

Artie “The Artie Bias Corpus contains information on 3 gender classes, 17 English accents, and 8 age
ranges.” [60]

VoxPopuli-En “VoxPopuli provides 29 hours of transcribed speech data of non-native English intended for
research in ASR for accented speech” [33]

Earnings22 “Our attention focused on aggregation of accented public English-language earnings calls from
global companies.” [24]

SPGISpeech “There are roughly 50,000 speakers in SPGISpeech, drawn from corporate officers and analysts
appearing in English earnings calls and spanning a broad cross-section of L1 and L2 accents”
[66]

CommonVoice-EN “The 2021 release of Common Voice English (7.0) contains 2,015 hours of (validated) speech
submitted by over 75,000 speakers some of whom opted to provide some information about
their gender and accent” [57]

There are notable multi-accent benchmarks, as we list above. The concern is not whether such benchmarks exist at
all, but rather that they are peripheral – they are sometimes used in evaluations, and often not.

3.1.2 Categorizing benchmarks – Homogeneous English Variety Representation.

Other representational axes – multilinguality. Other benchmarks also sought to increase representational diversity, but
along other axes rather than L2-English speaker representation. One prominent axis was on multilinguality; for example,
Common Voice, Fleurs. This is a reasonable, well-motivated axis to pursue, as a prominent critique of NLP as a discipline
has been its focus on English datasets emerging from central Anglophone countries [55], a critique that applies for audio
datasets just as well [1]. In collecting datasets that contain a larger number of distinct languages, however, these works
typically adopt the normative stance that languages are geographically and culturally homogenous artifacts [83], as we
argued in Section 2.2. Often this stance is implicit, though can be ascertained from the categorization of the speech
data into different language bins, with no discussion of the particular varieties that the speakers are employing as
well limited sociodemographic information [1], e.g., in Multilingual Librispeech [73]. Sometimes, this stance is explicit,
for example the Fleurs dataset explicitly recruits “native” speakers in constructing its multilingual speech evaluation
datasets: “We collected three recordings by three different three recordings by three different native speakers” [20].

1Though, the general computational philosophy to take a data-centric approach to ASR has been around since the 1960s [53].
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Inspection of the English speech in this dataset indicates a Mainstream US English variety. Thus, the construction of
“linguistic diversity” is complex and value-laden, and the representation of World Englishes may even be better in a
monolingual dataset than one that contends to serve as evaluation infrastructure for “universal” [20] speech models.

There are multilingual datasets that have more pluralistic representations of English, for example, CommonVoice
[3] and VoxPopuli [90]. However, the most common accent representations in CommonVoice is by far Mainstream US
English, based on audits of v7 and V13 [57, 78]. VoxPopuli contains 15 European accent varieties, but is a minority of
the total transcribed corpus (29/1,800 hours). How these corpora are evaluated matters. For example, the MMS model
evaluates on CommonVoice over the whole corpus [72, Table 5]. Since minority accent varieties are a small proportion
of the English subset of the corpus, and necessarily an even smaller subset of the entire corpus, the average word error
rate would be ineffective in tracking robustness to accent variation, particularly variation outside of from Mainstream
US English. As recognized in [11], operationalizing performance as “correctness across individual predictions” is a
value-laden modus operandi, and reflects Anglocentric language policy due to the skewed constructions of these datasets.
By comparison, the Whisper model presents their evaluation targeted on the English partitions of both VoxPopuli
and Whisper, thus more effectively tracking accent robustness [75, Table 2]. For this reason, we distinguish between
CommonVoice and CommonVoice-EN, depending on whether the subset was evaluated specifically or whether it was
the entire set. We draw the same contrast for VoxPopuli and Voxpopuli-EN.

Other representational axes — scale. Other evaluation benchmarks have sought to increase through scale, implementing
the aphorism “there is no data like more data”, attributed to Robert Mercer during his tenure at IBM’s Continuous Speech
Recognition team [53], as a data collection policy. The CALLHOME [54], SwitchBoard [36], and WSJ [70] corpora were
funded by the US Department of Defense to advance speech recognition research from “specific database inquiry tasks,
characterized by medium vocabularies” [70] towards open-ended, multi-speaker dictation. These were characterized
by increases in number of speakers, number of words in transcripts, and recording durations – in a word, scale. For
example, CALLHOME emphasized “18.3 hours of transcribed spontaneous speech, comprising about 230,000 words”
[14]. In a similar vein, we have “WSJ corpus will provide DARPA its first general-purpose English, large vocabulary,
natural language, high perplexity, corpus containing significant quantities of both speech data (400 hrs.) and text data
(47M words).” The focus on quantification and scale as a stand-in for diversity continues to be pervasive in ML data
collection [6, 82], like TedLium [79] and Librispeech [69], both describing their datasets first and foremost in terms
of scale (“a total of 774 talks, representing 118 hours of speech”; “contains 1000 hours of speech”), rather than other
potentially salient characteristics, like speakers’ demographic attributes.

As previously observed by Scheuerman et al., a foundational assumption in targeting large volumes of data is
that such “unconstrained” data collection methods will naturally represent diversity on sociodemographic axes [82].
Optimizing for scale first and foremost is thus not unlike an attempt to build up the spoken version of the hypothetical
Everything in the Whole Wide World Benchmark [77]. In these works, the disparities between the availabilities of
different sociodemographic speaker groups is rarely acknowledged let alone interrogated. This inevitably leads to the
proliferation of speech benchmarks that have skewed representations of Mainstream English varieties [57], mirroring
the broad trend surrounding skewed representations of WEIRD populations in other machine learning evaluation
datasets [81] and in experimental sciences broadly construed [39].
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3.2 Observations

Descriptive statistics. Having explained our classification of these individual evaluation benchmarks into pluricentric
ones as opposed to univocal ones, we now study their aggregate distribution in Table 1. First, we observe that out of the
43 evaluations conducted across the technical reports, only 10 of them include some consideration of accent diverisity.
Out of the 18 unique evaluation benchmarks, 6 of them have pluricentric considerations of English varieties. Four of
the systems (WavLM, MMS, Chirp-3, Omnilingual) include no explicit considerations of accent pluralism.

It almost goes without saying that Mainstream US English is never excluded from the evaluation infrastructure.
Moreover, ASR performance on this variety is often assessed in multiple contexts, from spontaneous vs. read speech (e.g.,
Switchboard vs. Librispeech); to individual speakers vs. multiple (TedLIUM vs. AMI Meeting Corpus). By comparison, if
accent pluralism is considered in the evaluation, it tends to be in a more limited range of contexts and registers. For
example, the OWSM and Qwen models model evaluates performance on CommonVoice, only assessing for read-speech
of neutral-register Wikipedia sentences. Whisper [Table 2 75] and Canary [Table 3 74] diverge from this, evaluating on
a variety of registers and contexts.

Discussion. Benchmarks serve a dual purpose inML. Most commonly, they serve as evidence of improved performance
on a target task, understood as the most common goal in ML [11]. But there are other commonplace values, including
parameter and data efficiency, transparency, and theoretical analyzability [11]. In pursuing primary goals that are not
standard benchmark dominance, benchmarks serve a role that is analogous to regression tests in software development
– preventing against performance degradations.

Indeed, we observe benchmarks assuming this regression prevention role in some of these systems, that have primary
goals other than achieving state of the art ASR performance on notable benchmarks. For example, Qwen-2 expands
the set of speech-processing tasks that the model can complete [19]. The OWSM system was meant to serve as an
open-data, open-weights (near-)replication of OpenAI’s Whisper [71], the latter being trained on a dataset of 680, 000
hours of speech recordings of suspicious origin [75]. The MMS system was aimed at expanding the set of languages
that ASR models can transcribe [72]. The models are often not the state-of-the art on some benchmarks, yet this is not
understood as a failure, but rather evidence that the model did not regress too much along other performance axes of
their primary one; for example, both the MMS and OWSM reports are transparent that Whisper outperforms them
on some standard benchmarks. However, we see that performance degradations for standard varieties of English are
thoroughly tested, while minority varieties are not. We thus test the following hypothesis next.

H1: Minority English varieties are likely to degrade in performance relative to prior system generations.

4 Experiments and Results

Here we perform a longitudinal analysis of the prominent ASR models (listed in Table 1) on multi-accent datasets
(Section 4.1), assessing whether minority accents are more prone to performance degradations between successive
releases of speech processing models. We describe the setup for our longitudinal analysis in Section 4.2 and present
results in Section 4.3.

4.1 Datasets

To select datasets for the evaluation, we compiled a list of multi-accent datasets, specifically those with speakers
for whom English is a second language (L2-English speakers). We aim for datasets that are not considered standard
benchmarks in the ASR community; none of the ones in our evaluation were used to by the development teams for the
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systems listed in Table 1. We built up our evaluation corpora list through a combination of scholarly search engines and
consulting with sociophoneticians. This aggregation phase left us with 39 potential datasets. However, many of these
were unsuitable for the purposes of our analysis. Several datasets lacked accent annotations for their recordings, making
it unsuitable for a comparative analysis between performance on standard and minority accents. In the same vein, other
datasets did not have recordings from L1-speakers, precluding a comparative analysis. Other datasets required requests
for access that are still pending. For the remaining datasets, we downloaded and listened to random samples, excluding
ones that had an overrepresentation of noisy, unintelligible recordings. Ultimately, we used 4 multi-accent corpora for
our evaluation; we describe these in further detail below. In addition, we provide preprocessing details in Appendix A.

4.1.1 Speech Accent Archive. Speech Accent Archive [91] is an English speech corpus containing both non-standard
and standard speakers reading the same passage: “Please call Stella. Ask her to bring these things with her from the

store: Six spoons of fresh snow peas, five thick slabs of blue cheese, and maybe a snack for her brother Bob. We also need a

small plastic snake and a big toy frog for the kids. She can scoop these things into three red bags, and we will go meet her

Wednesday at the train station.”
It has previously been used for assessing performance disparities in ASR systems across different Global English

varieties [for example, 16, 27, 37, 91]. The dataset controls for the noise level and the distance to the microphone.
Each subject is given one minute to read over the passage and ask questions about unfamiliar words before recording.
However, this was done by many different researchers, so the quality and procedure does differ between samples. As of
writing, the corpus contains 3038 samples across 392 standard languages. The corpus contains a smaller subset of high
quality expert-annotated samples. This constitutes approximately 10 hours of speech from 1238 speakers across 831
birthplaces and 190 standard languages. Of these speakers, 181 are listed as standard English speakers. We only kept
the accents where 20 or more speakers had contributed a recording. Each sample has median duration of 26 seconds
with 8 second standard deviation, varying by speaking rate.

4.1.2 L2 ARCTIC. L2 ARCTIC [95] contains about 1 hour of scripted English from each of 24 non-standard speakers,
utilizing source texts originally derived from Project Gutenberg [48]. The speakers are evenly divided, 2 male and
2 female, between standard Arabic, Hindi, Vietnamese, Spanish, Korean, and Mandarin. There is also an unscripted
subset, the “suitcase" subset from 22 of the speakers where they were prompted with the suitcase story [26] and asked
to explain what was happening in the pictures. About 1 hour of the scripted subset is expert-annotated (3,599 samples,
150 utterances for each speaker). The entire suitcase subset is expert-annotated. Additionally, we record 1 sample of L1
North American English speech by one of the authors using the suitcase prompt, given that L2 Arctic does not contain
an unscripted sample spoken by a standard English speaker.

4.1.3 OpenSLR83. OpenSLR83 is a dataset of transcribed speech featuring English speakers from various dialec-
tal regions across the UK and Ireland. The original dataset comprises 17,877 utterances across nine dialect-gender
combinations: Irish English, Midlands English, Northern English, Scottish English, Southern English, and Welsh English.

4.1.4 ALLSSTAR. ALLSSTAR Corpus [13] is a multilingual speech dataset containing paired recordings from each
participant in both their first language (L1), and in English as a second language (L2). The dataset features 102 L2
English speakers representing 21 standard language backgrounds, along with 26 standard English speakers.

The corpus comprises both read and spontaneous speech (e.g., picture descriptions and question–answer sessions),
while we focused on the read-speech portion for this paper. The read materials include short sentences and paragraphs,
with each speaker producing 120 unique sentences and 3 unique paragraphs. Sentence recordings were collected in two
Manuscript submitted to ACM
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Model Release date Organization Paper Evaluation Datasets (ASR)

𝑚1 Deepspeech 2021-10 Mozilla [2] WSJ, Librispeech, VoxForge, CHiME, CommonVoice-
EN, Multilingual Librispeech

𝑚2 WavLM 2021-12 Microsoft [18] Librispeech
𝑚3 whisper 2022-09 OpenAI [75] Librispeech, WSJ, Switchboard, CORAAL, TedLium,

CallHome, VoxPopuli En, Fleurs, AMI Meeting corpus,
CommonVoice, CHiME, Artie Bias Corpus, Earnings22

𝑚4 whisper-v2 2022-12 OpenAI [75] Same as V1
𝑚5 MMS 2023-05 Meta [72] Fleurs, CommonVoice, VoxPopuli, Multilingual Lib-

rispeech, MMS-lab (bible)
𝑚6 whisper-v3 2023-11 OpenAI [75] Same as V1
𝑚7 OWSM 2024-01 CMU [71] CommonVoice-EN, Fleurs, Librispeech, TedLium, Vox-

Populi, WSJ, Switchboard, Multilingual Librispeech
𝑚8 Qwen2-Audio 2024-08 Alibaba [19] Librispeech, CommonVoice-EN, Fleurs
𝑚9 Canary 2025-07 NVIDIA [74] AMI corpus, Earnings22, Gigaspeech, SPGIspeech,

Tedlium, Voxpopuli, MUSAN, Casual Conversations
Dataset, Multilingual Librispeech

𝑚10 Chirp-3 2025-10 Google [94] AMI Meeting Corpus, Broadcast News, Common Voice,
LibriSpeech, Switchboard, Tedlium, and WSJ, Fleurs,
Youtube captions

𝑚11 Omnilingual 2025-11 Meta [65] MMS-Lab (bible), Fleurs, MLS, CommonVoice, AllASR
Table 1. Models evaluated in our diachronic analysis.

sessions, each captured as a single continuous audio file. The paragraph topics were: Little Prince (LPP), Declaration of
Human Rights (DHR), and The North Wind and the Sun (NWS). In total, the dataset includes 129 recordings from L1
English speakers and 570 from L2 English speakers. The final analyzed subset comprised 10,753 short sentences (2,862
L1; 7891 L2), 2,548 LPP recordings (727 L1; 1,821 L2), and 1,869 DHR paragraphs (514 L1; 1,355 L2). Recording duration
varied by material type, with short sentences averaging 1.68 seconds, LPP averaging 4.16 seconds, and DHR paragraphs
averaging 6.04 seconds.

4.2 Setup

Consider two models 𝑚𝑖 and 𝑚 𝑗 , where 𝑗 > 𝑖 indicates that 𝑚 𝑗 was released after 𝑚𝑖 . We define 𝑚 𝑗 to exhibit a
performance degradation over 𝑚𝑖 if the Word Error Rate for the later model is higher than the one for the earlier
model:𝑊𝐸𝑅(𝑚 𝑗 ) > 𝑊𝐸𝑅(𝑚𝑖 ). We measure this as 𝑑 (𝑚𝑖 → 𝑚 𝑗 ) = 𝑚𝑎𝑥

(
0,𝑊 𝐸𝑅(𝑚 𝑗 ) −𝑊𝐸𝑅(𝑚𝑖 )

)
, where the WER

is computed on a held-out test set. When we have not only two models but a series of them ordered by release date
[𝑚1, . . . ,𝑚𝑛], we can consider the set of degradations

D = {𝑑 (𝑚𝑖 →𝑚 𝑗 ) |𝑖 ∈ [𝑛], 𝑗 ∈ [𝑖]}

We then obtain the Mean Degradation (MD):

𝑀𝐷 =
sum(D)

𝑛(𝑛 − 1)/2
We can compute𝑀𝐷 for every accent variety in every dataset from Section 4.1. We use the set of models listed in Table 1
for our longitudinal analysis. We follow the ordering in the table, setting𝑚1 = Deepspeech, . . . ,𝑚𝑛 = Omnilingual.
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Dataset Background Mean Degradation (𝑀𝐷 ) 𝑀𝐷 rank

L2-Arctic Vietnamese En. 3.7%* 3/7
Mainstream US English (MUSE) 2.1% 2/7

L2-Arctic-Spontaneous Korean En. 3.2%* 3/7
MUSE 1.0% 1/7

Speech Accent Archive Korean En. 4.6% 12/12
MUSE 4.3% 2/12

OpenSLR-83 Irish En. 5.1% 6/6
Southern En. (UK) 3.3% 5/6

ALLSTAR-LPP Vietnamese En. 1.7%* 8/23
MUSE 1.0% 2/23

ALLSTAR-DHR Cantonese En. 1.6%* 17/23
MUSE 0.0% 1/23

ALLSTAR-HT1 Nkore En. 4.3%* 23/23
MUSE 1.0% 3/23

ALLSTAR-HT2 Nkore En. 5.6%* 23/23
MUSE 1.1% 2/23

Table 2. Mean Degradation (MD) across 8 datasets

4.3 Results

We present all of our results in Figure 1. We highlight two language backgrounds for each dataset: (1) what we interpret
as the standard variety in that dataset, (2) we rank all accent varieties by their average word error rate across all models
in descending order, then highlight the highest-ranked accent variety in this list.

4.3.1 Mean Degradation Results. In Table 2, we show the Mean Degradation (𝑀𝐷) for both the standard and the
selected accent varieties. In all cases, we find that the minority accent variety has a higher MD score, indicating that
performance degradations will be more impactful for these varieties.

We test for statistical signficance using a bootstrap percentile test [31]: re-sampling the WER distributions for both
varieties, re-computing their MD scores, and checking whether the minority accent variety has a higher MD than the
standard variety. We repeat this procedure with 𝐵 = 1000 bootstrap samples. We find that the procedure is statistically
significant for all datasets but the OpenSLR-83 dataset and the Speech Accent (SAA) archive dataset. For OpenSLR-83,
we find that Irish English (minority) has similar regression patterns to Southern British English (standard). For the SAA
dataset, the similar MD scores can be explained by a large increase in error rates with the release of𝑚3 = whisper-v1

for the Mainstream US English variety (MUSE). whisper-v1 also performed poorly on the Korean English variety, but
since the prior models (𝑚1,𝑚2) also struggled with Korean English, the regression (𝑑 (𝑚3,𝑚2) or 𝑑 (𝑚3,𝑚1)) was not
nearly as pronounced.

Ordinal rankings of accent varieties. We also find that the attenuated risk of degradations for standard Mainstream
US English (MUSE) is robust across all accent varieties in the datasets we tested. In each dataset, we ranked the varieties
by their MD scores, finding that MUSE is ranked 2nd out of 7 for L2-Arctic, then 1/7 (L2-Arctic Spontaneous), 2/12
(Speech Accent Archive), 2/23 (ALLSTAR-LPP), 1/23 (ALLSTAR-DHR), 3/23 (ALLSTAR-HT1), and 2/23 (ALLSTAR-HT2).
Manuscript submitted to ACM
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Fig. 1. Longitudinal system performance on the 8 datasets from Section 4.1. For L2-Arctic (the top row),WER forMainstreamUS English
(MUSE) staysmostly constant with 1-2minor degradations that immediately revert. Meanwhile on the scripted portion, the dialect with
the highest average WER, Vietnamese, achieves a maximum degradation of 𝑑 (𝑚1 = Deepspeech →𝑚3 = whisper) = 23.2% absolute
WER. For L2-Arctic-Spontaneous, Korean has the highest WER and degrades frequently with a maximum of 𝑑 (𝑚1 = Deepspeech →
𝑚2 = WavLM) = 28.2%. In the second row, the OpenSLR83 dialects degrade in tandem following the same trends, but the degradations
for Irish English are much larger than Southern UK English, peaking at 𝑑 (𝑚1 = Deepspeech →𝑚3 = whisper) = 32.9% while the
Southern degradation never exceeds max(D) = 12.1%. For Speech accent Archive, Korean peaks at 𝑑 (𝑚4 = whisper-v2 →𝑚5 =

MMS) = 18.4%. In the bottom two rows (ALLSTAR), we observe very modest degradations for MUSE but some of the largest degradations
for other dialects. For the HINT sentences, the Runyankore dialect peaks at 𝑑 (𝑚4 = whisper-v2 → 𝑚5 = MMS) = 45.5, 65.7% for
the first and second half respectively. For the DHR and LPP passages, Runyankore has similar peaks but the max WER dialects,
Cantonese and Vietnamese, have more modest 𝑑 (𝑚4 = whisper-v2 →𝑚5 = MMS) = 7.1, 8.8% respectively.
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Dataset Avg.
d(𝑚𝑖 →𝑚 𝑗 )

Prediction (𝑚𝑖 ) Prediction (𝑚 𝑗 ) Transcript

L2-Arctic 12.5% Whisper Large v2 (2022-12): With-
out a doubt, some of them have
dinner engagements.

MMS 1B All (2023-05): wit dou a
doubt some of them hapdiner en-
gagements

without a doubt some of them
have dinner engagements

L2-Arctic
Spontaneous

15.4% Canary (2025-07): Okay, um I can
see skyscrapers tall buildings and
I think

Omnilingual 7B (2025-11): i can
see skyscripers tall buildings and
i think

ok uh i can see skyscrapers tall
buildings and i think

OpenSLR-83 5.7% Google Chirp 3 (2025-10): Your
app facilitates or promotes con-
tent that includes gratuitous vio-
lence or dangerous activities.

Omnilingual 7B (2025-11): your
off facilitates or promotes content
that includes gratuitous flylence
or dangerous activities

Your app facilitates or promotes
content that includes gratuitous
violence or dangerous activities

SAA 18.3% Whisper Large v2 (2022-12):
Please call Stella. Ask her to bring
these things with her from the
store.

MMS 1B All (2023-05): please
costella escr to bring these things
with her from the store

please call stella Ask her to bring
these things with her from the
store.

ALLSTAR-
HT1

6.7% Whisper Large v1 (2022-09): the
salt shaker is empty

Canary (2025-07): the sword
sheikah is empty

the salt shaker is empty

ALLSTAR-
HT2

3.1% Whisper Large v1 (2022-09): he is
washing his face with soap

Omnilingual (2025-11): he is wash-
ing his face with sore

he is washing his face with soap

ALLSTAR-
LPP

10.1% Whisper Large v2 (2022-12): draw
me a sheep

Canary (2025-07): turn me a say draw me a sheep

ALLSTAR-
DHR

6.1% Whisper Large v3 (2023-11): ev-
eryone has the right to a national-
ity

OWSM 3.1 (2024-01): every one
has to wai t t t snr t

everyone has the right to a nation-
ality

Table 3. Illustration of degradation from earlier model𝑚𝑖 to later model𝑚 𝑗 across all datasets listed in Section 4.1.

These results support our argument in Section 3, namely that evaluation benchmarks serve as robust regression testing
infrastructure for standard accent varieties, but not minoritized ones.

4.3.2 Large degradations across successive systems. The degradations between successive iterations of systems for
minority accent varieties can be dramatic. We highlight the largest degradation for the selected minority accent variety
in Figure 1. This is especially notable with𝑚5 = MMS, where 𝑑 (𝑚4 →𝑚5) = 18% (Speech Accent Archive), as well
as 𝑑 (𝑚4 → 𝑚5) = 45% (ALLSTAR-HT1), 𝑑 (𝑚4 → 𝑚5) = 65% (ALLSTAR-HT2), 𝑑 (𝑚4 → 𝑚5) = 7% (ALLSTAR-LPP), and
𝑑 (𝑚4 → 𝑚5) = 9% (ALLSTAR-DHR). The degradations for the MUSE variety are considerably smaller. To their credit,
the MMS authors acknowledge in their technical report titled “Scaling Speech Technology to 1,000+ Languages” that
their system degrades on English: “Improvements at low resource languages result in a small degradation in some of the

high-resource languages such as English...” [72]. Yet this statement also reflects the normative treatment of English as a
straightforwardly measurable construct that is commonplace in computational text and speech processing (Section 2),
resulting in employing evaluation practices that obscures the starkly uneven degradations across English varieties
(Section 3).

We demonstrate some of these degradations for MMS in the first and fourth rows of Table 3, showing that MMS predicts
a considerable amount of nonce words (hapdiner instead of have dinner, L2-Arctic; costella instead of call Stella, Speech
Accent Archive), specifically transcriptions that resemble eye-dialect and pronunciation spellings [44]. These are not
harmless idiosyncracies, prior sociolinguistic work had found that “non-standard orthographies almost invariably index
sociolinguistic stigma.” [44]. Our results demonstrate that ASR systems can reproduce these stigmatizing non-standard
orthographies in a predictable fashion, in that they are generated for non-standard English varieties but not for MUSE.
Manuscript submitted to ACM
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MMS is not the only model that exhibits major degradations compared to its predecessors. In Table 3, we list examples
of other pairs of models, one pair for each dataset we evaluated on the minority accent we highlighted in Figure 1.
For the selected pair of models𝑚𝑖 and𝑚 𝑗 , we compute the average degradation across the entire dataset, listed in
the second column of Table 3, and select a random example from the top quartile of the degradation distribution
across the dataset. We find that the𝑚11 = Omnilingual model, the most recent model we assessed, also degraded on
some varieties: 𝑑 (𝑚9 →𝑚11) = 15.4% on L2-Arctic Spontaneous; 𝑑 (𝑚10 →𝑚11) = 5.7% on OpenSLR-83. Similar to
MMS, it produces non-standard respellings (skyscrapers → skyscripers; violence → flylence).𝑚9 = is recognized as the
top-performing multilingual ASR model on the OpenASR leaderboard, boasting a 5% error rate. However, these error
rates nearly double for Cantonese and Nkore-influenced accents in the ALLSTAR corpus (𝑑 (𝑚4 → 𝑚9) = 6.7% and
𝑑 (𝑚6 →𝑚9) = 10.1%). The top 10 models on the OpenASR leaderboard do not deviate by more than a single percentage
point, further emphasizing the significance of a performance degredations over 6 percentage points.

5 Discussion

Speech processing systems are fundamentally embedded in social contexts, aiming to “to supplement, reproduce, or
replace human actions” [93]. As such they constitute [52] called E-class systems; socially embedded software systems
where “the pressure for change is built in” [52]. Even as new improvements and capabilities are sought after, model
performance may also degrade. In fact, they are more likely to degrade than traditional open-source software; as Raffel
writes, “there is currently no effective approach for updating models... Instead, after being released, they are typically
used as-is until a better pretrained model comes along.” [76]. Wholesale replacement, rather than gradual updating
and patching carries the risk of major unanticipated degradations [23], especially as major releases are deployed by
“small resource-rich teams”, rather than broad-participation “community-led model development”. This heightened
risk of major degradation is attenuated by benchmarking infrastructure, ensuring that visible dimensions of success
in speech processing are measured against, more or less serving as a regression-testing suite. Yet, as we argued in
this work, this infrastructure is socially positioned and deeply value-laden [42, 82]. While presented as objective and
complete [77], it conceals other important axes of variation and thus, other definitions of success. Here, we focused
on one such dimension, the variation among World Englishes that is well studied in sociolinguistics. But there are
practically countless other such axes, including physical impairments and disfluencies [62], gender differences [47],
and socioeconomic class differences [15, 49], and of course the intersections of all of these. Without changes to the
infrastructure that facilitates the development of future speech processing systems, this risk will continue to be borne
by marginalized speakers, in the high-stakes contexts where speech-processing systems are deployed.

We review some of these deployments in Section 5.1. Then, we discuss how organizations developing these systems
should adjust their evaluation practices to reduce the risk of major performance degradations for marginalized speakers
(Section 5.2), and how procurers of Speech AI services should evaluate vendors systems (Section 5.3.

5.1 Known deployments of ASR systems

ASR-based systems are already widely deployed in contexts marked by stark power imbalances, notably in workplaces
[45], incarceration facilities [4, 5], and immigration bureaucracies [61]. A large fraction of companies worldwide employ
speech AI systems like HireVue in their labor recruitment processes [85]. Video conferencing platforms like Zoom
and Google Meet are widely integrated into workplaces, including performance management systems that are hugely
consequential for workers [45]. All of these systems were reported to have significant accent-based performance
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disparities [29, 85]. As our study demonstrates, these disparities should not be expected to straightforwardly decline as
a function of time; speakers of some accent varieties may well be afflicted by major system degradations.

Speech AI systems are also pervasive in state bureaucracies. Several US states purchased automated conversation
transcription and monitoring software from the California-based LEO Technologies firm, surveilling 300 million
minutes (at the time of reporting) of conversations between inmates and their lawyer and social contacts [4]. The
predictions made by these transcription systems can be life-altering, providing pretext for harsh punishments like
solitary confinement [5]. Immigration offices are also known to rely on speech AI systems, assessing for proficiency in
a standardized form of English. The Pearson Test of English (PTE) Core test that is accepted for some immigration
programs in Canada explicitly make use of automated scoring systems [61]. Crucially, in all of these contexts, the
capacity for speakers subject to these systems to contest the automatically generated transcriptions is limited. The
longitudinal performance instability that we demonstrated in publicized ASR systems shows that there is reason to
believe that minority English speakers are at risk of being unfairly represented by these systems.

5.2 Disaggregated Evaluations

Speech AI system developers can take steps in their evaluation practices to mitigate this risk.2 The most straightforward
amendment to current evaluation practices would be to follow practices set by the teams that trained Canary and the
Whisper series of models, specifically in measuring performance on dis-aggregated multi-accent datasets (see Table 1,
and Tables 2 and 3 respectively in [74, 75]). This approach is not completely foolproof – see Canary degradations and
whisper-v1 degradations in Figure 1. Still, this will provide greater robustness than summarizing English performance
with a “single defined performance number” [28], that implicitly replicates the status-quo hierarchy of English accent
varieties. In general, more extensive robustness testing should be pursued for developing speech AI systems for major
institutional languages, otherwise they burden speakers of minority accent varieties with the risk of being penalized by
algorithmic language management systems [58].

5.3 Procuring Speech AI-based Services

In a similar vein, procurers should require disaggregated evaluation results from speech AI system vendors. They should
be skeptical of an aggregated “single defined performance number,” as the computation of such individual error rates
obscure the role of normative language ideologies (Section 2.2), in no small part due to the perceived objectivity of
numerical knowledge [64]. Even when vendors provide some disaggregated results, it is unlikely that their evaluation
will be as targeted and exhaustive as necessary for procurers. Consider, for example, HireVue’s 2022 disclosure of error
rates of their speech transcription system (which itself is procured from Rev.AI) [40, 85], that mentioned how there was
a “12% WER for Canadian accent, and 22% WER for participants from China)”. 3

While this provides some insight into performance disparities, it is likely to be insufficiently detailed for procurers of
HireVue’s services, unless firms are only assessing candidates from Canada and China. Instead procurers should have
their own in-house evaluation benchmarks, applying domain knowledge of the types of accent varieties that are present
in the populations they work with. These bespoke evaluation benchmarks should be re-executed whenever vendors
upgrade their service, to test for possible unanticipated performance degradations in accordance with our results.

2While it is unclear whether vendors of Speech AI services like HireVue or LEO Technologies leverage open-source pretrained models like those we listed
in Table 1, the high cost of pretraining such models [76] gives us good reason to believe they would.
3Unlike their 2022 statement, their 2025 statement does not mention the specific error rates for other L2-English varieties [41].
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6 Conclusion

A common fixture in the development process of novel ASR systems is evaluation on standard benchmarks. Among
these standard benchmarks, Mainstream US English accents are always represented, often disproportionately so. This
conventionalized cultural practice ensures that novel ASR systems exhibit stable performance on this prestige variety.
But other World Englishes are often marginalized in the computational operationalization of English, especially those
in the Global Majority [57]. We study the effects of this systemic exclusion on a longitudinal basis, investigating
performance on marginalized English accent varieties on a number of notable models across a critical four-year period
(2021-2025), using sociolinguistically varied speech datasets that are outside of the standard benchmarking milieu. We
find that while performance can be improved on these varieties, substantial performance degradations are more likely to
re-emerge for minority accent varieties than standard Mainstream US English ones. Given the widespread deployment
of ASR systems in sensitive environments like immigration, diagnostics, and hiring, we call for dis-aggregated and
continuous evaluations by developers and domain-specific monitoring by service providers to ensure these systems
serve all speakers equitably.

7 Generative AI Usage Statement

We did not use Generative AI to prepare this manuscript.
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A Appendix – Dataset Filtering Details

Here we provide additional details for filtering out some samples from the datasets we listed in Section 4.1, used for
identifying performance degradations in Section 4.1.

Speech Accent Archive. Each recording is published as a single wave file. The expert annotated subset comes with
phonetic and text transcriptions in a Praat TextGrid file. We keep only the expert annotated subset. We remove
untranscribed sections of the audio labeled as “chatter”, “self-introduction”, “self-talk”, “experimenter comments”,
“background speech”, “noise”, “bird song”, “cough” and any variant mispellings thereof. Furthermore, we standardize
numbers to text form (“2”→ “two”), fix typos, and clip audio into consistent duration segments of 50 phonemes each.

L2-Arctic. Each utterance is published as a single wave file with a corresponding TextGrid file containing phonetic
and text transcriptions. Except for the expert-annotated subset, these are machine generated. We keep only the high
quality, expert-annotated subsets. In this subset, each scripted utterance is about 3.6 seconds of speech. We clip the
suitcase utterances to be approximately the same length. As part of the clipping process, we remove audio that hasn’t
been annotated, e.g., the interviewer speaking or the subject mumbling.

OpenSLR83. We remove utterances containing fewer than 4 words. To maintain balanced representation across
dialects and genders, we select 100 samples per dialect with equal gender distribution (50 female, 50 male samples per
dialect). For Irish English, which contains only male speakers, we select 50 samples. This yields a balanced subset for
analysis.

ALLSTAR.. Each recording is accompanied by Praat TextGrid annotations at the sentence, word, and phoneme levels.
For the present analysis, full-session audio files were segmented into individual sentence-level utterances based on
these annotations, and NWS paragraph recordings were excluded due to the absence of utterance-level time alignments.
Instances in which the recordings did not correspond to the reference text were automatically filtered out by removing
utterances for which all ASR models produced a word error rate greater than 100.
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