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Statistical Machine Translation

* Challenges to statistical machine translation
* Sentence alignment

* IBM model

* Phrase-based translation

* Decoding

* Evaluation
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How to use the noisy channel

* How does this work?
E* = argmax P(F|E)P(E)
E

°* P(E) is a language model (e.g., N-gram) and encodes
knowledge of word order.

* P(F|E) is a word-level translation model that encodes only
knowledge on an unordered word-by-word basis.

* Combining these models can give us naturalness and fidelity,
respectively.
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Sentence alighment

* Sentences can also be unaligned across translations.
* E.g., Hewas happy.., He had bacon. ., >
Il était heureux parce qu'il avait du bacon.,

Eq Fy Ey K
E, F, E,

E; F3 E: R
E, Fy E, F
Es Fs - Es Fy
E¢ Fe Fs
E; F; E¢  Fe

E; B -
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Sentence alighment

* We often need to align sentences before we can align
words.

* We'll look at two broad classes of methods:
1. Methods that only look at sentence length,
2. Methods based on lexical matches, or “cognates”.

R
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1. Sentence alignment by length

We can associate costs with different types
of alignments.

Ey Fy C;j is the prior cost of aligning
E, I sentences to j sentences.
Es F,
E, F, Cost = Cost(Lg, + Lg,, Lp, ) + Cyq +
E: F, COSt(LEP,:LFZ) +Ci1+

Fe Cost(£E4,LF3) +Ci1+
7 B Cost(LES,LF4 + LFS) +Cip +

Cost(Lg,, L )+ Ciq
It’s a bit more | . . . ) g )
complicated — see Find distribution of sentence breaks with
Pl G RS minimum cost using dynamic programming

webpage
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2a. Church’s method

® Church (1993)
tracks all 4-graphs
which are identical
across two texts.

English -<

® Each point along
this path is

e.g., the pt"* French

considered to TSRS PR R ontence is aligned
S s e N e  to the qth English
represent a match sentence.
between SRR PPIREICA \
Ia nguages From Manning & Schiitze Y Y
English French
c'a‘!"xl'
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2b. Melamed’s method

°* LCS(A, B) is the longest common subsequence of
characters (with gaps allowed) in words A and B.

* Melamed (1993) measures similarity of words A and B
length(LCS(A,B))

LCSR(A,B) =
(4.B) max(length(A), length(B))
° e.g.,
10
LCSR(government, gouvernement) = )

‘LCS Ratio’

T
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Word alighment

°* Word alignments can be 1:1, N:1, 1:N, 0:1,1:0,... E.g.,

“zero fertility” word: not translated (1:0)

| Canada || ‘s |program|| has | been| implemented |
7

alignment -

Le || programme || du || Canada “EH été || mis || en || application |

.~ Note that this is
only one possible One word translated
alignment as several words (1:N)

5

“spurious” words: generated
from ‘nothing’ (0:1)
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IBM Model 1

3
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IBM Model 1: the NULL word

®* The NULL word is an imaginary word that we need to
account for the production of spurious words.

“NULL” word
ﬁCanada s |program| has | been “ implemented |
f 7

-

\ programme “-CE\ Canada “EH été |[ mis \\ application |

o
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IBM Model 1: some definitions

* English sentence £ has Lg words, e; ...e;_,

plus NULL word, e,.
* French sentence F has L, words, [; ---fLF°

€ €3 €4 €s €6

‘s |program|| has | been “ implemented |

€o e1
‘ Canada

\ programme || du || Canada \Eﬂ été |[ mis \\ application |

f f2 f3 fa fs  fe f fs fo

o

' ; UNIVERSITY OF
CSC401/2511 — Spring 2019 13 ¥ TORONTO



IBM Model 1: alighments

* An alignment, «, identifies the English word that
‘oroduced’ the given French word at each index.
°*a={ay, ...,aLF} where a; € {0, ..., Lz}
°*Eg,a=1{03,0145,6,6,6}

.‘ Canada

a1—0

E\ programme “-d_‘ Canada \Eﬂ ete \W-\ appllcatlon |

€ €3 €4 €s €6

ag =6

5
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IBM Model 1: alighments
f s

f2 \ programme \ ‘Pr ogram ‘ %
f3 €o
. | Canada ‘ ‘ Canada ‘ e1 a=1{03,0145,6,6,6}

fs El | has
fe | been | les

€4

& | implemented | e
& ‘ implemented ‘ e
» | application| | implemented | |- N
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IBM Model 1: alighments

* There are (Ly + 1)"“F possible alighments. (snce el = &)
* IBM-1 doesn’t know that some are very bad in reality.
* Eg.,a={3,3,33,3,3,3,3,3}

.‘ Canada
@\ programme | du “ Canada \E"-mﬁnm@\ appllcatlon |

=
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IBM Model 1: alignments

* IBM Model 1 assumes that all alignments of E are
equally likely given only the length (not the words) of F.

Uniform over all
possible
. alignments.

® This is a major simplifying assumption, but it gets the
process started.

Va,P(alE,LF) — (L n 1)LF
E

A
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Equally likely alignments a priori

e €4 e e e ec e,
Canada IZI program I has I been I implemented |

P( = N )
B S — - - —

f2 f3 fa fs fo f7 Js fo

—
—

€ €4 e €2 e €c (3
Canada I : I program ! has I been I implemented |

QI L IIZII:ICICII__I

f2 f3 fa fs fo f7 Js fo

e:i“i:if
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IBM Model 1: translation probability

® Given an alignment a and an English sentence £, what

is the probability of a French sentence /?
P(Fla,E)

' The probability of the jt* |
French word, given that it
°In | BM-]_, was generated from the
| a}:h English word.

Lp
P(F|a,E) = ﬂp(fj . )
j=1

(another simplifying assumption)

T
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IBM Model 1: translation probability

* F = Canada ‘s program has been implemented

* F = Le programme du Canada a été mis en application

* P(Fla,E) = P(Le|®)P(programme|program) X
P(du|@)P(Canada|Canada)P(alhas) X
P(été|been)P(mis|implemented) X
P(en|implemented) X
P(application|implemented)

-
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IBM Model 1: translatlon probablllty
.‘ Canada

a; =0

E\ programme “-d-“anada \@@W-\ appllcatlon |

‘s | program || has | been | lmplemented |

ag =6

* P(Fla,E) = P(Le|®)P(programme|program) X
P(du|@)P(Canada|Canada)P(alhas) X
P(été|been)P(mis|implemented) X
P(en|implemented) X
P(application|implemented)

e:i‘"a:i
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IBM Model 1: generation
| This is how we imagine English gets corrupted in the noisy channel. j

* To generate a French sentence F from English £,
1. Pick alength of I (with probability P(Ly)).

. . . : . 1
2. Pick an alignment (with uniform probability, (LE+1)LF)‘
3. Sample French words with probabilit | slide 17

P(F|a,E) =1_[P(fj|eaj)\_ Slide 19 |
j=1

So,
P(F, alE) = PEYP(Fla, ) = 1_[P<m )
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IBM-1: alighment as hidden variable

* If P(F,a|E) describes the process of generating French
words and from English words...

states that French words are really

Remember, the noisy channel model
encoded English words!

* Then |
P(FIE) = 2 P(F,a|E)

a€eA

where A is the set of all possible alignments

&
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IBM-1: training

® Our training data O is a set of pairs of corresponding
French and English sentences, O = {(F;, E;)},i = 0..N.

* |If we knew the word alignments, a, learning P(f |e)

would be trivial with MLE: P(f|e) = Cg:;;g;)\ iy '

* But the alignments are hidden. We need to use ...

;'t l\‘f 0.2 !

&
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IBM-1: expectation-maximization

1. Initialize translation parameters P(f|e) (e.g., randomly).

2. Expectation: Given the current 8,, = P(f|e), compute

( ) the expected value of Count(f, e)

for all words in training data O.

3. Maximization: Given the expected value of Count(f, e),
compute the maximum likelihood
estimate of 8, = P(f|e)

T
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IBM-1 EM: Example

®* Imagine our training data is
0 = {(blue house,maison bleue),
(the house, la maison)}

* The vocabularies are
Vi = {blue, house, the} and
Vr = {maison, bleue, la}.

* For simplicity, we consider only 1:1 alignments:
there is no NULL word, there are no zero-fertility words.

e

f UNIVERSITY OF
CSC401/2511 — Spring 2019 28 ¥ TORONTO



IBM-1 EM: Example

* First, we initialize our parameters, 8 = P(f|e).

°* In the Expectation step, we compute expected counts:

* TCount(f,e): the total number of times e
and / are aligned.
°* Total(e): the total number of e.

This has to be done in steps by first computing
P(F, a|E) then P(a|F, E)

* In the Maximization step, we perform MLE with the
expected counts.
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IBM-1 EM: Example initialization

1. Make a table of P(f|e) for all possible pairs f and e.

| Initialize uniformly across rows.

HO:

P(bleue|blue) =

P(la|blue) =

P(maison|blue) =

P(maison|house) = P(bleue|house) = P(la|house) =

P(bleue|the) = P(la|the) =

P(maison|the) =

W= W = W =
W= W= W] =
W= W= W =

o
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IBM-1 E: compute P(F|a, E)

. | blue} lhouse | | blue | lhouse |

: R

g | maison | | bleue | ‘ maism mem
Alignment 1 Alignment 2

~ | the | |house _ - '

c 2. Make a grid where

< : each sentence pair is a row, and

% ‘ MLy each possible word-alighment is
Alignment 1 a column.

5
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IBM-1 E: compute P(F|a, E)

. | blue| a=a.|house| | blue | @==2|house|

Ny 9

3 : :

2 ‘ maison ‘ ‘ bleue ‘ ‘malson ‘ bleue
P(F|a,E) = P(maison|blue) X P(F|a,E) = P(bleue|blue) X
P(bleue|lhouse) = % % =% P(maison|house) _é % %

1 .. 1 . 1

) the | a=a. |house) ,

Y ‘ ‘ . ‘ - 3. For each sentence pair and

2 . alighment, compute (slide 19)

3 | maisor

P(Fla,E) = HP e, .
P(F|a,E) = P(la|the) X (F] ) , (ffl aJ)
11 1 j
P(maison|house) = S

&
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IBM-1 E: compute P(a|E, F)

°*  We want the probability of an alighment @ so that
we can compute the expected Count(f;, ¢;).

P(Fl|a, E)

P(a|E,F) =
(al ) ZaiEﬂP(Flai'E)

* This is not the same as the probability P(a|E, L).
°* j.e., itwon’t always be uniform.

A
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IBM-1 E: compute P(a|E, F)

P(a,E,F) _ P(a,EF) _ P(F,a|E)P(E)

PalE, F) = S = 5 ptin) — POPEID)

" pralp) ) P(F|aE)
Yaea PEAIE)  Xg.eqP(FlayE)

(*) Because P(F|E) = (**) Rewrite P(F, @|E) as on slide 22,
Zaiecﬂ P(F, a;|E) (slide 23) and 0 P F))L cancels out
Et

&
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IBM-1 E: compute P(a|E, F)

°*  We want the probability of an alighment @ so that
we can compute the expected Count(f;, ¢;).

P(Fl|a, E)

P(a|E,F) =
(al ) ZaiEﬂP(Flai'E)

* This is not the same as the probability P(a|E, L).
°* j.e., itwon’t always be uniform.

A
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IBM-1 E: compute P(al|E, F)

| blue | lhouse | | blue | lhouse |

| maison | | bleue | |m_aism meue

. 1/9 1 ool iy = O
CIEF) =175 19~ 2 @EF) =17951/9=2

‘Sentence’ 1

| the | lhouse

4. For each element in your grid,

‘Sentence’ 2

‘ maisor, divide P(F|a, E) by the sum of
the row (slide 33).

1/9 1
P( IE’F)=1/9+1/9=E |

o
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IBM-1 E: compute TCount

maison and blue are aligned only in
alignment 1, sentence 1.

maison and house are aligned
in alignment 2, sentence 1.
and
alignment 1, sentence 2

1
P(a — 1|F1,E1) — E

TCount(maison, blue) TCount(blex

B 1
)
TCount(maison, house)“TCount(bleue, ho
1 1 —7? —?
: 5. For each possible word pair e and f,
T Count(maison, thfz sum P(al|E, F) from step 4 across

_ all alignments and sentence pairs for
This is a new table, each instance that e is aligned with f

not the 8 = P(f|e) table
from before!

UMNIVERSITY OF
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IBM-1 E: compute TCount

TCount(maison,blue) TCount(bleue,blue)
1

1
"2 "2
TCount(maison, house) TCount(bleue, house)
1 1 1
=5 + 5= 1 =3
TCount(maison,the) TCount(bleue, the)
1 =0

CSC401/2511 — Spring 2019 38

TCount(la, blue)

0

TCount(la, house)

TCount(la,the) =

o

N = DN =
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IBM-1 E: compute Total

E.g., )
1 1
Total(house) =1 + - = 2,

TCount(maison,blue) TCount(bleue,blue) TCount(la, blue)
1 1 =0
T2 T2
I'Count(maison, house) 1Count(bleue, house) I'Count(la, house)
_ 1 N 1 —1 _ 1 _ 1
2 2 2 2

T'Count(maison, the{ 6. Sum over the rows of this table to get

=z the total estimates for each English
word, e.

CSC401/2511 — Spring 2019 ¥ TORONTO



IBM-1 M: Recompute P(f|e)

TCount(f,e)
Total(e)

7. Compute P(fle) =

This is your model after iteration 1.

61:
P(maison|blue) P(bleue|blue) P(la|blue)
12 _1/2 0
1 1 1
P(maison|house) P(bleue|house) P(la|lhouse)
1 12 1 1/2 1
-2 2 4 2 4
P(maison|the) P(bleue|the) P(la|the)
1/2 0 1/2

1 1 1

&
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IBM-1 EM: Repeat

®* You have finished 1 iteration of EM when you have
completed Step 7,

®* Go back to Step 2 and repeat.

T
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IBM-1 EM: Repeat

pitialize PFe)

. Make grid of all possible alignments

. Compute P(F|a, E) = Products of P(f|e)

. Compute P(a|E, F) = Divide by sum of rows from
step 3

5. Compute TCount—> Sum relevant probabilities from

step 4

-I>UUN!-—\

6. Compute Total = Sum over rows from step 5
__ TCount(f,e)
/. Compute P(f|e) = Total(e)

= UNIVERSITY OF
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IBM-1 E: compute P(F|a, E)

‘ blue \ lhouse |
}

i
3
c
9 . .
2 [ maison | | bleue | maison
o
P(F|a,E) = P(maison|blue) X P(F|a,E) = P(bleue|blue) X
11 1 11 1
P(bleue|house) =213 P(maison|house) =i
2: make grid
3: compute products of P(f|e)
) the ‘house|
S
c
Q
=
5 | maison |
P(F|a,E) = P(la|the) X P(F|a,E) = P(maison|the ) X
P(maisonlhouse) = == = = B Rouse It
maison|house) =7 - =7 alhouse) = -7 =g
e:i‘"
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IBM-1 E: compute P(a|E, F)

‘ blue \ lhouse |
}

KJ)

o . !

g | maison | | bleue | maison

18 1 _ 14 2
P( lE’F)_1/8+1/4_§ P( lE’F)_1/8+1/4_3
4: divide by sum of rows in step 3

y the ‘house\

g |la | maison |
P(a|E,F) = e palE ) =—28 1
(], F) 1/4+1/8_§ (“lE, )_1/4+1/8_§

&
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IBM-1 E: compute TCount & Total

1 2 4. 1 1
Total(blue) = = 1, Total(house) = s Tk 2,
Total (the) — l E =1 5. Compute TCount by summing
3 3 relevant probabilities from step 4
6. Compute Total by summing rows
TCount(maison, blue) TCount(bleue,blue) TCount(la, blue)
B 1 3 2 =0
-3 3
TCount(maison, house) TCount(bleue, house) TCount(la, house)
_2+2_4 1 1
3 3 3 3 3
' 2
TCount(maison, the% TCount(bleue, tie()) TCount(la, the) = =

ﬂ?ﬁ
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IBM-1 M: Recompute P(f|e)

Ties have been broken
__ TCount(f,e) e.g.,
* Compute P(fle) ~ " Totai(e) P(maison|blue)
8,: + P(bleue|blue)
P(maison|blue) P(bleue|blue) P(la|blue) |
_1/3 _2/3 0
1 1 1
P(maison|house) P(bleue|house) P(la|lhouse)
4/3 2 C1/3 1 C1/3 1
2 3 2 6 2 6
P(maison|the) P(bleue|the) P(la|the)
1/3 0 2/3

1 1 1

&
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Practical note on programming IBM-1

* If you were to code the EM algorithm for IBM-1, you would

not initialize & = P(f |e) uniformly over the entire vocabulary.
* Don’t make a I/ X I/ table with P(fle) = 1/||V|| N
LA\

® This structure would be too large.
* Probabilities would be too small.
* |t would take too much work to update.

® Rather, initialize a hash table over possible alignments, M .
For every English word ¢, only consider French words [ in

sentences aligned with English sentences containing e.
* e.g., structure P.e. f = P(fle) = 1/||M||
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Higher IBM models

IBM Model 1 lexical translation

IBM Model 2 | adds absolute re-ordering model
IBM Model 3 adds fertility model

®* Only IBM Model 1 training reaches a global maximum
* Training of each IBM model extends the next lowest model.

* Higher models become computationally expensive.

R
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IBM-2

® Unlike IBM Model-1, the placement of a word in, say, in

IBM Model-2 depends on where its equivalent word was in English.

* |IBM-2 captures the intuition that translations should lie roughly
“along the diagonal”.

potatoes

o
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IBM-2

* |IBM Model 2 builds on Model 1 by adding a re-ordering model
defined by distortion parameters regardless of actual words.

D(ilj, Lz, Lr)= the probability that the it" English slot
is aligned to the jt" French slot,

given sentence lengths L and L.
° In IBM Model 2:

Lp
PIE, £p, L) = | [ DCajl) £e, 20)

j=1
® Recall thatin IBM Model 1,
P(LF)

(Lg + 1)*F

P(alEJLE)LF) —

A
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IBM-2 — Probability of alignment

* £ = And the program has been implemented
* [ =Le programme a été mis en application
*Lr=6

* Lrp=7

- (i.e., f1 « ey, [, < e3,...)

D(2" English word| 1%t French word,...)
* P(alE, Ly, L:)=D(2]1,6,7) x D(3]2,6,7) x D(4|3,6,7) X
D(5|4,6,7) x
D(6|5,6,7) X D(66,6,7) X D(6|7,6,7)

This is independent of the actual words.
This cares only about position.

&
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IBM-2: generation

* To generate a French sentence F from English E,
1. Pick an alignment with probability

L .
Hj£1 D(aj |]» LE: LF)
3. Sample French words with probability

Lr |
Pt =] [Puites) [ Tamermera® |
j=1 |

Lp
P(F,alE) = PIEYP(Fl,B) = | | D(ajlj £5 £)P (e )
j=1

So,

T
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IBM-2: training

* We use EM, as before with IBM-1 except that we need to
take the distortion into account when computing the
probability of an alignment.

* We also need to learn the distortion function.

* Aren’t you glad that you don’t need to know how to
compute EM for IBM-2?

UNIVERSITY OF
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IBM-3

° IBM Model 3 extends Model 2 by adding a fertility model that
describes how many French words each English word can produce.
* In the example below, implemented appears to be more fertile
than program.

€o €1 € €3 €4 €s €6

‘ Canada | ‘s | program| has | been “ implemented |

‘ programme “-dm Canada “EH eté “ mis \‘ application |
fi f2 fs fa fs fo  F  fe fo

o
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IBM-3: The generation model

* First, we replicate each word according to a new hidden parameter,
N(n|e), which is the probability that word e produces n words.
* We then re-align (with distortion) and translate as we did in
IBM-2.

€o €1 € €3 €4 €s €6

@ |[ canada || ‘s | program| has | been] implemented |

mu‘”mnada\ WE\
‘ programme “-dﬂ Canada “EH été |[ mis “ application |

f1 f2 f3 fa fs  fe fr fs . Jo

-
C#® ] UNIVERSITY OF
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N(nle)

program implemented | | implemented




IBM models

IBM Model 1 lexical translation

IBM Model 2 | adds absolute re-ordering model
IBM Model 3

adds fertility model

T
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Reading

Entirely optional: Vogel, S., Ney, H., and Tillman, C. (1996). HMM-based
Word Alignment in Statistical Translation. In: Proceedings of the 16th
International Conference on Computational Linguistics, pp. 836-841,
Copenhagen.

(optional) Gale & Church “A Program for Aligning Sentences in Bilingual
Corpora” (on course website)

Useful reading on IBM Model-1: Section 25.5 of the
2"d edition of the Jurafsky & Martin text.
* 1%t edition available at Robarts library.

Other: Manning & Schutze Sections 13.0, 13.1.2
(Gale&Church), 13.1.3 (Church), 13.2, 13.3, 14.2.2
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