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Motivation

Why do we learn and use 

machine learning?



Motivation

Consider the problem of teaching a machine to do some 
particular task automatically

Task could be as simple as adding numbers or as difficult as 
driving a car



Motivation

Neural Programmer-Interpreters (NPI) is an attempt to use neural 
methodsto train machines to carry out simple tasks based on a small 
amount of training data.



Recurrent neural network (RNN)

ÅRNN is a neural network with feedback
ÅHidden state is to capture history information and current state of 

the network



Long Short Term Memory (LSTM)

ÅLSTM is a special kind of RNN

ÅGates are used to control information 
flow. Just like a valve



Model

ÅThe NPI core is a LSTM network that learns to represent and execute 
programs given their execution traces



NPI core module 



Algorithm - inference
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(1): ὓ and ὓ are memory storing program embeddings and program keys
(2): Ὢ is a domain-specific encoder (for different tasks, have different encoders)
(3): Ὢ is to calculate the probability of finishing the program
(4): Ὢ is to retrieve the next program key from memory

(5): Ὢ ƛǎ ǘƻ ǊŜǘǳǊƴ ǘƘŜ ƴŜȄǘ ǇǊƻƎǊŀƳΩǎ ŀǊƎǳƳŜƴǘǎ

(6): ὓȟȡ Ὧis to measure cosine similarity 

(7): Ὢ is a domain-specific transition mapping

(3)

(7)



Algorithm - inference

Line 3: ὓ and ὓ are memory banks to store program embeddings and 
program keys



Algorithm - inference

Line 7: ὓȟȡ Ὧis directly measurement for cosine similarity



Training

Directly maximize the probability of the correct execution trace output 
conditioned on ȡ
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Then we can just run gradient ascent to optimize it



Tasks

ÅAddition
ÅTeach the model the standard grade school algorithm of adding 2 base-10 

numbers 

ÅSorting
ÅTeach the model bubble sorting to sort an array of numbers in ascending 

order

ÅCanonicalizing 3D models
ÅTeach the model to generate a trajectory of actions that delivers the camera 

to the target view, e.g, frontal pose at a ρυЈelevation



Adding numbers together



Addition demo



Bubble sort



Sorting demo



Canonicalizing 3D models



Canonicalizing demo



Experiments

ÅData Efficiency

ÅGeneralization

ÅLearning new programs with a fixed NPI cores



Data Efficiency - Sorting

ÅSeq2Seq LSTM and NPI used the 
same number of layers and hidden 
units.
ÅTrained on length up to 20 arrays 

of single-digit numbers.
ÅNPI benefits from mining multiple 

subprogram examples per sorting 
instance, and additional 
parameters of the program 
memory.



Generalization- Sorting

ÅFor each length up to 20, we 
provided 64 example bubble 
sort traces, for a total of 
1216 examples.

ÅThen, we evaluated whether 
the network can learn to 
sort arrays beyond length 20



Generalization - Adding

ÅNPI trained on 32 
examples for sequence 
length up to 20

Ås2s-easy trained on twice as 
many examples as NPI 
(purplecurve)

Ås2s-stack trained on 16 
times more examples than 
NPI (orangecurve)



Generalization - Adding

ÅNPI trained on 32 
examples for sequence 
length up to 20

Ås2s-easy trained on twice as 
many examples as NPI 
(purplecurve)

Ås2s-stack trained on 16 
times more examples than 
NPI (orangecurve)



Learning New Programs with a Fixed NPI Core

ÅToy example: maximum-finding in an array

ÅSimple (not optimal) way: call BUBBLESORT and then take the right-
most element of the array. Two new programs:
ÅRJMP: Move all pointers to the rightmost position in the array by repeatedly 

calling RSHIFT program

ÅMAX: Call BUBBLESORT and then RJMP

ÅExpand program memory by adding 2 slots. Then learn by 
backpropagation with the NPI core and all other parameters fixed.



Learning New Programs with a Fixed NPI Core

Protocol:

ÅRandomly initialize new program vectors in memory

ÅFreeze core and other program vectors

ÅBackpropagate gradients to new program vectors

Only the memory slots of 
the new program are 
updated! 
All other weights are 
fixed!



Quantitative Results

ÅNumbers are per-sequence % accuracy
Å+ Max: indicates performance after addition of MAX program to 

memory
ÅάǳƴǎŜŜƴέ ǳǎŜǎ ŀ ǘŜǎǘ ǎŜǘ ǿƛǘƘ ŘƛǎƧƻƛƴǘ ŎŀǊ ƳƻŘŜƭǎ ŦǊƻƳ ǘƘŜ ǘǊŀƛƴƛƴƎ 

set



Thanks!

Any questions and comments?






