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Abstract

For the task of sampling from a density π ∝ exp(−V ) on Rd, where V is possibly non-convex but
L-gradient Lipschitz, we prove that averaged Langevin Monte Carlo outputs a sample with ε-relative
Fisher information after O(L2d2/ε2) iterations. This is the sampling analogue of complexity bounds for
finding an ε-approximate first-order stationary points in non-convex optimization and therefore constitutes
a first step towards the general theory of non-log-concave sampling. We discuss numerous extensions
and applications of our result; in particular, it yields a new state-of-the-art guarantee for sampling from
distributions which satisfy a Poincaré inequality.

1 Introduction

Consider the canonical task of sampling from a density π ∝ exp(−V ) on Rd, given query access to the
gradients of V . In the case where V is strongly convex and smooth, this task is well-studied, with a number
of works giving precise and non-asymptotic complexity bounds which scale polynomially in the problem
parameters. In contrast, there are comparatively few works which study the case when V is non-convex. In
this work, we take a first step towards developing a general theory of non-log-concave sampling by formulating
the sampling analogue of stationary point analysis, which has been highly successful in the non-convex
optimization [N+18].

Classically, the Langevin diffusion, the solution to the stochastic differential equation

dzt = −∇V (zt) dt+
√

2 dBt , (1.1)

has π as its unique stationary distribution and converges to it as t→∞ under mild conditions. Here, (Bt)t≥0

is a standard d-dimensional Brownian motion. Discretizing this stochastic process with step size h > 0 yields
the standard Langevin Monte Carlo (LMC) algorithm

x(k+1)h := xkh − h∇V (xkh) +
√

2 (B(k+1)h −Bkh) . (LMC)

Several extensions of LMC have been considered in the literature. For instance, a stochastic gradient can be
used as an estimate of the “full” gradient ∇V (xkh) at each iteration.

Although LMC and its extensions are ostensibly sampling algorithms, they find applications in optimization.
Indeed, LMC and its extensions can be viewed as a variant of (stochastic) gradient descent in which Gaussian
noise is explicitly injected in the (stochastic) gradient in each iteration. As explored, for example, in [RRT17]
and [JNG+21], the presence of noise allows the iteration to escape local minima and allows for establishing
global non-asymptotic convergence guarantees on well-behaved yet non-convex objectives.
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Perhaps surprisingly, the connection between optimization and sampling also goes in the other direction:
the theory of optimization can be used to understand the performance of sampling algorithms. On a
superficial level, this is anticipated because the Langevin diffusion (1.1) is simply a standard gradient flow
to which a Brownian noise has been added. However, there is a much deeper connection, due to [JKO98],
which interprets the Langevin diffusion as an exact gradient flow in the space of probability measures
equipped with the geometry of optimal transport, where the objective functional is the Kullback–Leibler
(KL) divergence KL(· ‖ π). This perspective has spurred researchers to provide novel optimization-inspired
analyses of sampling [Ber18, Wib18, DMM19].

For example, the Wasserstein gradient of KL(· ‖ π) at µ is ∇ ln(µ/π), and the calculation rules for
gradient flows imply that if πt denotes the law of the Langevin diffusion (1.1) at time t, then ∂t KL(πt ‖ π) =
−Eπt [‖∇ ln(πt/π)‖2] [AGS08, Vil09, San15]. As this quantity is important in what follows, we explicitly
write FI(µ ‖ π) := Eµ[‖∇ ln(µ/π)‖2] for the (relative) Fisher information of µ w.r.t. π. If V is convex (resp.
strongly convex), then it turns out that the objective functional KL(· ‖ π) is convex (resp. strongly convex)
in the Wasserstein geometry, which in turn implies that KL(πt ‖ π) decays to zero at the rate O(1/t) (resp.
exponentially fast).

In the case when V is non-convex, however, less is known. Of course, just like non-convex optimization,
it is in general impossible to obtain polynomial sampling guarantees for non-log-concave distributions.
Recently, [VW19, CEL+21, MCC+21] study tractable cases of non-log-concave sampling in which the target
π satisfies a functional inequality, such as the log-Sobolev inequality (LSI). Indeed, if LSI holds, then
FI(µ ‖π) & KL(µ ‖π) for all µ. In light of the Wasserstein calculus described above, this is the analogue of the
gradient domination condition (or Polyak– Lojasiewicz inequality) in non-convex optimization: ‖∇V (x)‖2 &
V (x)−minV [Loj63, Pol63, KNS16]. Furthermore, [DM17, CCAY+18, LWME19, MMS20, EH21, HBE22]
study tractable classes of non-log-concave sampling based on certain tail-growth conditions. However, the
assumptions made in all the above works are very far from capturing the breadth of non-log-concave sampling.

Instead, in general non-convex optimization, the standard approach is to prove convergence to a stationary
point of the objective function, or from a more quantitative perspective, to determine the complexity of
obtaining a point x satisfying ‖∇V (x)‖2 ≤ ε. This complexity is typically O(1/ε) [N+18]. Following
this paradigm, we propose to use the Fisher information as the sampling analogue of the squared norm
of the gradient. Our main result (Theorem 2) establishes that under the sole assumption that ∇V is
L-gradient Lipschitz, an averaged version of the LMC algorithm (LMC) outputs a sample whose law µ
satisfies FI(µ ‖ π) ≤ ε after O(L2d2/ε2) iterations. Intuitively, the Fisher information captures the rapid local
mixing of the Langevin diffusion near modes of the distribution π, while ignoring the metastability effects
which occur between the modes [BEGK02, BEGK04, BGK05]. We give an illustrative example in Section 2
which expands upon this intuition.

1.1 Paper organization and contributions

The rest of the paper is organized as follows. In Section 2, we provide intuitions on Fisher information
guarantees in sampling. In Section 3, we formally define the Fisher information, and in Section 4, we state
our main result in Theorem 2. In Section 5, we consider applications of our main result:

• We show the weak convergence of averaged LMC with decaying step size (Section 5.1).

• We provide new sampling guarantees in total variation distance under Poincaré inequality (Section 5.2).
These guarantees are competitive with very recent results by [CEL+21] (in fact, our dimension depen-
dence is substantially better).

• We show an accelerated convergence result for LMC when the Hessian of the potential is also Lipschitz
and when the potential satisfies a polynomial tail growth condition (Section 5.3).

In Section 6, we consider extensions of LMC involving stochastic gradients.

• First, we consider the general case where the stochastic gradients admit a bounded bias and a bounded
variance (Section 6.1).

• As a corollary of this general result, we obtain convergence guarantees for LMC in the case where V is
only weakly smooth, i.e., ∇V is Hölder continuous (Section 6.2). We employ the Gaussian smoothing
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technique to obtain this corollary. It implies new sampling guarantees in total variation distance under
a Poincaré inequality and weak smoothness.

• We obtain convergence guarantees for LMC in the case where V is a finite sum and the stochastic
gradients are defined from mini-batches. In this case, the stochastic gradients have zero bias but
unbounded variance. We employ the variance reduction technique (Section 6.3).

Finally, we conclude with open directions in Section 7.

2 Interpretation of approximate first-order stationarity in sam-
pling

Intriguingly, unlike the situation in non-convex optimization, in sampling there are no “spurious stationary
points”: if µ and π have positive and smooth densities and FI(µ ‖ π) = 0, then µ = π. However, for ε > 0, it
may be unclear what the guarantee FI(µ ‖ π) ≤ ε entails. In this section, we give an example illustrating
what conclusions may be drawn from a bound on the Fisher information, which helps to better interpret our
result in the next sections.

Consider a mixture of two Gaussians in one dimension as the target distribution:

π =
1

2
normal(−m, 1)︸ ︷︷ ︸

π−

+
1

2
normal(+m, 1)︸ ︷︷ ︸

π+

,

where m� 0. Also, consider a mixture of two Gaussians with different weights:

µ :=
3

4
π− +

1

4
π+ .

An illustrative plot of π and µ is provided for the sake of easier visualization. In the appendix, we will prove
the following.

Proposition 1. Let π and µ be as defined above. For all m ≥ 1/80, it holds that

‖µ− π‖TV ≥
1

800
> 0 .

On the other hand,

FI(µ ‖ π) ≤ 4m2 exp
(
−m

2

2

)
→ 0 as m→∞ .

In the next section, we will show that averaged LMC can drive the Fisher information to zero at a
polynomial rate. For large m, the measure µ has small Fisher information with respect to π, so µ serves as a
model for the kind of distribution that averaged LMC can reach. We can draw a few conclusions:

1. Although the Fisher information FI(µ ‖ π) is very small, the total variation distance remains bounded
away from zero. This shows that a Fisher information guarantee does not ensure fast convergence
of averaged LMC in other metrics without further assumptions (anyway, polynomial guarantees for
non-log-concave sampling in other metrics are impossible in general).
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2. Here, µ locally captures the correct shape of π at the two modes. On the other hand, µ has different
mixing weights than π, which means that µ is globally different from π. Since FI(µ ‖ π) is small for this
example, it shows that the Fisher information is not sensitive to the latter effect. Hence, our Fisher
information guarantee for averaged LMC captures the fact that the algorithm rapidly gets the local
structure of π correct.

3. After a few steps of LMC started at the distribution 3
4 δ−m + 1

4 δ+m, the algorithm arrives at a measure
which closely resembles µ, rather than the true stationary measure π. Indeed, the iterates of LMC do
not need to jump from one mode to another to approximate µ. This jumping takes an exponentially
long time and is the main barrier to the mixing of LMC, but it is necessary for LMC to learn the global
mixing weights—this is known as the metastability phenomenon [BEGK02, BEGK04, BGK05]. Our
analysis provides a convenient way to quantify this effect.

Remark. In the context of Bayesian inference, the choice of relative Fisher information metric between the
prior and the exact posterior distribution has been proposed by [Wal16, HW17, SJDT19], as a measure of
robustness of the overall inferential procedure. In this regard, our results provide a computational angle to this
paradigm: in practice we rarely have access to the exact posterior distribution. Our results algorithmically
quantify the distance (in relative Fisher information) between the posterior distribution obtained after a
certain number of iterations of LMC and the exact posterior.

3 Preliminaries

Throughout the paper, we assume that the potential V : Rd → R is a smooth (i.e., twice continuously
differentiable) function such that

∫
exp(−V ) < ∞. The target distribution π ∝ exp(−V ) is therefore

well-defined.
For a probability measure µ with a smooth density, we can define the Fisher information of µ relative to

π via FI(µ ‖ π) := Eµ[‖∇ ln(µ/π)‖2]. To extend this definition to other probability measures, we recall from
Markov semigroup theory [BGL14] that we associate with the Langevin diffusion (1.1) a Dirichlet energy
f 7→ E(f) which maps a subspace domE ⊆ L2(π) to R+. If f is smooth and compactly supported, then
f ∈ domE and the Dirichlet energy has the explicit expression E(f) = Eπ[‖∇f‖2]. The Fisher information is
defined from the Dirichlet energy as follows. For an arbitrary probability measure µ, set

FI(µ ‖ π) :=

{
4E(
√
f) , if f := dµ

dπ exists and
√
f ∈ domE ,

+∞ , otherwise .

In particular, if f = dµ
dπ is positive and smooth, one can check that

FI(µ ‖ π) =

∫
‖∇ ln(f)‖2 dµ , or FI(µ ‖ π) =

∫
‖∇f‖2

f
dπ .

Using the convexity of (a, b) 7→ ‖a‖2/b on Rd×R+, the latter formula implies that the Fisher information µ 7→
FI(µ ‖ π) is convex in the classical sense on the space of probability measures. Besides, the Fisher information
is also lower semicontinuous in its first argument with respect to the weak topology of measures [Wu00,
Appendix B].

4 Main result

Recall that the LMC algorithm is given by

x(k+1)h := xkh − h∇V (xkh) +
√

2 (B(k+1)h −Bkh) .

Our main result is stated for the following continuous interpolation of LMC:

xt := xkh − (t− kh)∇V (xkh) +
√

2 (Bt −Bkh) for t ∈ [kh, (k + 1)h] . (4.1)

We write µt for the law of xt.
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Assumption 1. The gradient of V is L-Lipschitz continuous: ‖∇V (x1)−∇V (x2)‖ ≤ L ‖x1 − x2‖, for all
x1, x2 ∈ Rd and for some L > 0.

Theorem 2. Let (µt)t≥0 denote the law of the interpolation (4.1) of LMC, and let the potential V satisfy

Assumption 1. Then, for any step size h ∈ (0, 1
6L ), it holds that

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 2KL(µ0 ‖ π)

Nh
+ 8L2dh .

In particular, if KL(µ0 ‖ π) ≤ K0 and we choose h =
√
K0/(2L

√
dN), then for N ≥ 9K0/d,

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 8L
√
dK0√
N

.

By the convexity of the Fisher information, it follows that the averaged distribution µ̄Nh := (Nh)
−1 ∫

µt dt

satisfies FI(µ̄Nh ‖ π) ≤ 8L
√
dK0/N as well. Also, it is possible to output a sample from µ̄Nh, as follows:

1. Pick a time t ∈ [0, Nh] uniformly at random.

2. Let k be the largest integer such that kh ≤ t, and let xkh be the iterate of LMC at time kh. Then,
perform a partial LMC update for time t− kh, i.e. set

xt := xkh − (t− kh)∇V (xkh) +
√

2 (Bt −Bkh) .

Then, xt is a sample from µ̄Nh. Note that it is possible to sample the Brownian increments exactly as
long as one can draw standard Gaussian vectors.

Remark. Since we can usually take K0 to be of order d, see e.g. [VW19, Lemma 1] or [CEL+21, Appendix
A], in order for averaged LMC to reach ε accuracy in terms of the Fisher information w.r.t. the target, the
iteration complexity is O(L2d2/ε2).

5 Applications

5.1 Asymptotic convergence of averaged LMC with vanishing step size

Our main result immediately implies asymptotic convergence of averaged LMC with decreasing step size
under very general conditions. Let (hk)

∞
k=1 be a sequence of positive step sizes such that

∞∑
k=1

hk =∞ and
∞∑
k=1

h2
k <∞ . (5.1)

Write τn :=
∑n
k=1 hk, and denote by µ̄τn := τ−1

n

∫ τn
0
µt dt, where µt is the law of xt defined by

xt = xτn−1
− (t− τn−1)∇V (xτn−1

) +
√

2 (Bt −Bτn−1
) , t ∈ [τn−1, τn] .

Then, we have the following convergence result.

Theorem 3. Let (µt)t≥0 denote the law of the interpolation (4.1) of LMC, and let the potential V satisfy
Assumption 1. Suppose that LMC is initialized at a measure µ0 with KL(µ0 ‖ π) <∞ and that the step size
sequence (hk)

∞
k=1 satisfy hk ∈ (0, 1

6L ) for every k, as well as the conditions in (5.1). Then, µ̄τn → π weakly.

While it might be possible to prove the weak convergence of LMC using other techniques, for example, the
ordinary differential equation method from the stochastic approximation literature [KY03] or general results
on the analysis of Markov chains [BGL14, DMPS18], we emphasize that Theorem 3 follows immediately
from our main result in Theorem 2 and the property that FI(µ ‖ π) = 0 implies µ = π. To the best of our
knowledge, explicit results available in the literature on the weak convergence of LMC [LP02, PP12] require
Lyapunov-type conditions. In comparison, Theorem 3 holds just under the Lipschitz gradient assumption on
the potential V .
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5.2 New sampling guarantees under a Poincaré inequality

In this section, we show that if we additionally assume that π satisfies a Poincaré inequality, then we obtain
sampling guarantees in total variation distance as a corollary of our main theorem. Surprisingly, the rates
we obtain in this manner are competitive with (and arguably better than) the state-of-the-art results for
LMC, for these classes of target distributions. To present our result, we recall the following transportation
inequality.

Lemma 4 ([GLWY09, Theorem 3.1]). Suppose that π satisfies a Poincaré inequality: for all smooth compactly
supported functions f : Rd → R,

varπ f ≤ CPI Eπ[‖∇f‖2] . (PI)

Then, for all probability measures µ,

‖µ− π‖2TV ≤ 4CPI FI(µ ‖ π) .

When combined with Theorem 2, we immediately obtain the following corollary.

Corollary 5. Let (µt)t≥0 denote the law of the interpolation (4.1) of LMC, and let the potential V satisfy

Assumption 1. If KL(µ0 ‖ π) ≤ K0 and we choose h =
√
K0/(2L

√
dN), then for N ≥ 9K0/d and µ̄Nh :=

(Nh)
−1 ∫ Nh

0
µt dt,

‖µ̄Nh − π‖2TV ≤
32CPIL

√
dK0√

N
.

Remark. If K0 = O(d), it implies an iteration complexity of O(C2
PIL

2d2/ε2) to output a sample whose
squared total variation distance to π is at most ε. We are aware of only one other work which provides
sampling guarantees for smooth potentials satisfying a Poincaré inequality: the recent result of [CEL+21,

Theorem 7] yields an iteration complexity of Õ(C2
PIL

2d3/ε) for LMC (without averaging). Our result has
worse dependence on the inverse accuracy, but better dependence on the dimension.

Using Gaussian smoothing we can extend Corollary 5 to the case when ∇V is only Hölder continuous
rather than Lipschitz continuous. This requires extending the Theorem 2 to accommodate stochastic gradients,
and hence it is deferred to Section 6.2.

5.3 Hessian smoothness

While our main results were obtained under Lipschitz smoothness of the gradient of the potential, prior
analyses of Langevin algorithms [DK19, MFWB19] suggest that convergence rates are accelerated under a
smoothness assumption on the Hessian.

Assumption 2. The Hessian of V is M-Lipschitz: ‖∇2V (x1) − ∇2V (x2)‖op ≤ M ‖x1 − x2‖, for all
x1, x2 ∈ Rd and for some M > 0.

Additionally, we require an upper bound on the order of growth of the function.

Assumption 3. There exist parameters γ ∈ [0, 2], 0 ≤ ξ ≤ γ/2, and constants a, b,m > 0 such that for all
x ∈ Rd,

〈x,∇V (x)〉 ≥ a ‖x‖γ − b and ‖∇V (x)‖ ≤ m (1 + ‖x‖ξ) . (5.2)

Note that assuming γ > 2 would contradict Lipschitz smoothness of the gradient. The final condition
allows for any polynomial tail for the potential, thus covers a significantly more general setting than the
dissipativity assumption appearing in [RRT17, EMS18] (γ = 2) and the growth considered in [CEL+21, EH21]
(γ ≥ 1). In the special case where ξ = γ = 0, it is equivalent to the gradient ‖∇V ‖ being uniformly bounded,
i.e. V itself is Lipschitz. The growth condition is used to establish new moment bounds for the iterates of
LMC (Proposition 14), which are key for discretization analysis.

In the following theorem, we assume for simplicity that a = 1 (which can be achieved by rescaling the
potential).
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Theorem 6. Let (µt)t≥0 denote the law of the interpolation (4.1) of LMC, and let the potential V satisfy

Assumptions 1, 2, and 3. Assume a = 1 and that the initialization is chosen with E[‖x0‖4] ≤ σ2d2 for
some σ ≥ 3. Define the parameter κ := 1 ∨ L ∨M2/3 ∨ (M1/3m2/3). If the step size is chosen to satisfy
0 < h . 1

L ∧
1
m2 ∧ 1, then

1

Nh

∫ Nh

0

FI(µt ‖ π) dt .
KL(µ0 ‖ π)

Nh
+ κ3d2h2 + κ6 (b+ σd)

3
Nh5 .

If KL(µ0 ‖ π) ≤ K0, and h � K
1/3
0

κ (b+σd)2/3N1/3
while N & K0 (L3∨m6)

κ3(b+σd)2
, the following bound holds:

1

Nh

∫ Nh

0

FI(µt ‖ π) dt .
(

(b+ σd)
2/3
K

2/3
0 +

K
5/3
0

(b+ σd)
1/3

) κ

N2/3
.

Note that the bound is independent of the growth exponents γ, ξ found in Assumption 3.
Remark. When b,K0 = O(d), the iteration complexity implied by this result is O(d2/ε3/2), which should
be compared to the complexity of O(d2/ε2) in Theorem 2. As in Corollary 5, we can combine this result
with Lemma 4 to obtain the complexity O(d2/ε3/2) in squared total variation distance under the additional
assumption of a Poincaré inequality on the target.

6 Extension to stochastic gradients

6.1 General result

We proceed to prove a more general result in which the gradient term in (LMC) is replaced by a stochastic
gradient. More precisely, we use a stochastic estimate G(xkh, ζk) of the gradient ∇V (xkh), where the random
variables (ζk)k∈N representing the external randomness are i.i.d. and independent of all other random variables.
Thus, we obtain stochastic gradient Langevin Monte Carlo (SG-LMC):

x(k+1)h := xkh − hG(xkh, ζk) +
√

2 (B(k+1)h −Bkh) . (SG-LMC)

Assumption 4 (Regularity of the stochastic gradient). Let Eζ G(y, ζ) = ∇V̂ (y) for some function V̂ : Rd →
R. The stochastic gradient G(x, ζ) ∈ Rd satisfies:

• Smoothness of the expected stochastic gradient: ∇V̂ is L̂-Lipschitz.

• Bias bound: ‖∇V̂ (x)−∇V (x)‖2 ≤ bias2 for all x ∈ Rd.

• Variance bound: Eζ [‖G(x, ζ)−∇V̂ (x)‖2] ≤ var for all x ∈ Rd.

We present the following theorem regarding the convergence:

Theorem 7. Let (µt)t≥0 denote the law of the interpolation of (SG-LMC). Assume that the stochastic oracle

satisfies Assumption 4. Then, for all h ∈ (0, 1
14L̂

), we have

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 2KL(µ0 ‖ π)

Nh
+ 16L̂2dh+ 8 (bias2 + var) .

In particular, if KL(µ0 ‖ π) ≤ K0 and we choose h =
√
K0/(L̂

√
8dN), then for N ≥ 25K0/d,

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 16L̂
√

2dK0√
N

+ 8 (bias2 + var) .

This generic result allows us to use biased stochastic gradients. In particular, it can be applied to LMC
with Gaussian smoothing.
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6.2 Extension to non-smooth potentials via Gaussian smoothing

In this section, we extend our main theorem (Theorem 2) to the case when ∇V is assumed to be Hölder
continuous.

Assumption 5. The gradient of V is Hölder continuous of exponent s ∈ (0, 1]:

‖∇V (x1)−∇V (x2)‖ ≤ L ‖x1 − x2‖s

for all x1, x2 ∈ Rd and for some L > 0.

We consider the Gaussian smoothing LMC algorithm analyzed in [CDJB20]:

x(k+1)h = xkh − h∇V (xkh + ηζk) +
√

2 (B(k+1)h −Bkh) , (6.1)

where η > 0 is a smoothing parameter and (ζk)k∈N are i.i.d. standard Gaussian random variables on Rd
independent from x0 and (Bt)t≥0. We see that this iteration is a special case of (SG-LMC) with stochastic

gradient given by G(xkh, ζk) = ∇V (xkh + ηζk). The expected stochastic gradient is EG(x, ζ) = ∇V̂ (x),
where V̂ (x) = EV (x+ ηζ) and ζ ∼ normal(0, Id).

From [CDJB20, Lemma 2.2 and Lemma 3.1], ∇V̂ satisfies the first and third conditions of Assumption 4
with

L̂ ≤ Ld(1−s)/2

η1−s , var ≤ 4L2dsη2s .

To control the bias, we extend the result of [NS17].

Lemma 8. The Gaussian smoothed potential V̂ with smoothing parameter µ satisfies the second condition of
Assumption 4 with

bias2 . L2d2+sη2s .

From the lemma, we see that the bias dominates: bias2 & var. We obtain the following corollary.

Corollary 9. Let (µt)t≥0 denote the law of the interpolation (4.1) of Gaussian smoothed LMC (6.1),
and let the potential V satisfy Assumption 5. If KL(µ0 ‖ π) ≤ K0, we choose the smoothing to be η �
ε1/(2s)/(L1/sd(2+s)/(2s)) (where the � hides an absolute constant), and we choose the step size h as in

Theorem 7, then the averaged law µ̄Nh ≤ (Nh)
−1 ∫ Nh

0
µt dt satisfies FI(µ̄Nh ‖π) ≤ ε, provided that the number

of iterations is

N &
K0L

2/sd(2+s−2s2)/s

ε(1+s)/s
.

Proof. Apply Theorem 7.

When K0 = O(d), the iteration complexity is O(L2/sd2 (1+s−s2)/s/ε(1+s)/s). As in Section 5.2, this result
can be combined with a Poincaré inequality to yield a convergence result in total variation distance. However,
there is a better approach in this case. It turns out that to reduce the variance of the stochastic gradients in
Gaussian smoothing, it is advantageous to consider mini-batching: for B ∈ N+, we consider

x(k+1)h = xkh −
h

B

B∑
`=1

∇V (xkh + ηζk,`) +
√

2 (B(k+1)h −Bkh) , (6.2)

where (ζk,`)k,`∈N is a family of i.i.d. standard Gaussians on Rd independent of x0 and (Bt)t≥0.

Corollary 10. Let (µt)t≥0 denote the law of the interpolation of the Gaussian smoothed LMC with mini-
batching (6.2), and let the potential V satisfy Assumption 5. Assume moreover that π satisfies the Poincaré
inequality (PI) with constant CPI. If KL(µ0 ‖ π) ≤ K0, we choose the smoothing η appropriately (see (C.4)),
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and we choose the step size h as in Theorem 7, then the averaged law µ̄Nh ≤ (Nh)
−1 ∫ Nh

0
µt dt satisfies

‖µ̄Nh − π‖2TV ≤ ε (for 0 < ε ≤ 1), with total gradient complexity at most

B ×N .


C

(1+s)/s
PI K0L

2/sd3−2s

ε(1+s)/s
, if s ≥ 1

2
with B = 1 ,

C3
PIK0L

6/(1+s)d3−2s

ε(5−s)/(1+s)
, if s ≤ 1

2
with B � CPIL

2/(1+s)

ε(1−s)/(1+s)
.

Compared with [CEL+21, Theorem 7] which has iteration complexity Õ(C
(1+s)/s
PI L2/sd(1+2s)/s/ε1/s), we

see that our dependence on every problem parameter is better except for the dependence on the inverse
accuracy, for which we obtain a better rate only for s ≤ 2−

√
3 ≈ 0.27. In particular, our complexity does not

blow up as s↘ 0, so we can set s = 0 and get an iteration complexity of O(C2
PIL

6d4/ε5) for sampling from
Lipschitz potentials satisfying a Poincaré inequality. To the best of our knowledge, this is the first guarantee
for this setting.

6.3 Finite sum setting

Finally, we consider the case V = 1
n

∑n
i=1 fi is a finite sum involving a large number n of terms, as it is often

the case in machine learning. In the big data regime, mini-batch stochastic gradient-based LMC is preferred to
vanilla LMC due to reduced per-iteration costs [BDM18, CFM+18]. However, stochastic gradients obtained
by randomly selecting a mini-batch of data do not have a bounded variance in general. Therefore, the generic
Theorem 7 is not applicable to mini-batching in general.

We consider LMC with a variance-reduced stochastic gradient given by the PAGE estimator [LBZR21].
Indeed, in non-convex optimization, the PAGE estimator has been used to reduce the variance in SGD and
led to a simple and optimal stochastic non-convex optimization algorithm. We consider a Variance Reduced
LMC algorithm:

x(k+1)h := xkh − h gkh +
√

2 (B(k+1)h −Bkh) , (VR-LMC)

where gkh is defined by

g(k+1)h :=

{
∇V (x(k+1)h) , with probability p ,

gkh +∇fi(x(k+1)h)−∇fi(xkh) , with probability 1− p ,
(6.3)

where i ∼ uniform([1, . . . , n]) and p ∈ (0, 1]. Let us describe how g(k+1)h is obtained from gkh. Denote
Fk = σ(g0, . . . , gkh, x0, . . . , x(k+1)h). To obtain g(k+1)h, one first samples B ∼ Bernoulli(p), independent of
Fk. If B = 1, then g(k+1)h = ∇V (x(k+1)h) and if B = 0 then one samples a uniform random variable i,
independent of Fk and independent of B, and one sets g(k+1)h = gkh +∇fi(x(k+1)h)−∇fi(xkh).

Assuming that g0 is an unbiased estimate of ∇V (x0), then E(g(k+1)h) = E(∇V (x(k+1)h)) by induction.
Therefore the PAGE estimator has zero bias. However, its variance is not uniformly bounded in general and
Theorem 7 is not applicable to (VR-LMC). Nevertheless, we obtain a result under the following assumption.

Assumption 6. The potential V is a finite sum V = n−1
∑n
i=1 fi and the gradient of fi is L-Lipschitz

continuous for every i ∈ [n].

Theorem 11. Let (µt)t≥0 denote the law of the interpolation of (VR-LMC) and let the potential V satisfy

Assumption 6. Then, for all h ∈ (0,
√
p

5L ), we have

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 2C

Nh
+

18L2dh

p
,

where

C := KL(µ0 ‖ π) +
3h

p
E[‖g0 −∇V (x0)‖2] .

9



In particular, if h =
√
pC

3L
√
Nd

and N ≥ 2C
d , then

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 12L

√
Cd

Np
.

Remark. We now elaborate on the total number of individual gradient evaluations based on
Theorem 11. Since KL(µ0 ‖ π) = O(d), if we assume that a full gradient is computed at the first step, then

N � L2d2/(pε2) iterations suffice to achieve ε accuracy: 1
Nh

∫ Nh
0

FI(µt ‖ π) dt ≤ ε. At each iteration, the
algorithm computes pn+ 1− p = O(pn) new gradients in average. Therefore, ε accuracy is achieved after

O(pnN) = O
(L2d2n

ε2

)
(6.4)

gradient computations. A direct application of Theorem 2 would also give a similar order of gradient
computations. However, the per-iteration complexity of (VR-LMC) is better than that of (1.1), making it
easier to apply to problems with large n in practice. For instance, taking p = 1/(n−1), the amortized number
of gradient computations per iteration is constant (independent of n) equal to 2, which allows for using
mini-batch versions of LMC without making the variance boundedness assumption required by Theorem 7.

7 Conclusion and open questions

In this work, we have initiated the study of non-log-concave sampling by proving that, under the sole
assumption that the potential has a Lipschitz gradient, averaged LMC drives the Fisher information w.r.t.
the target to zero after polynomially many iterations. We have argued that this is the natural sampling
analogue of finding approximate first-order stationary points in non-convex optimization.

Although our focus was to work under the minimal assumption of smoothness, surprisingly our analysis
yielded new results for sampling from targets satisfying a Poincaré inequality, and moreover our results attain
state-of-the-art dimension dependence for these settings for LMC.

We believe there are many intriguing directions for future work, and we list a few to conclude.

1. (lower bounds) We ask whether one can prove lower bounds on the complexity of outputting a sample
whose Fisher information w.r.t. the target is ε. Since the setting of this work is fully non-convex, it
may be easier to produce lower bound constructions than the strongly log-concave case, in which the
theory of lower bounds is nascent [CGL+21].

2. (improved results and further extensions) Although we have provided results under Hessian smoothness
and via variance reduction, our investigation is still preliminary and we believe that these results can
be strengthened. Additionally, there are other important extensions to consider; for instance, is there
an analogue of second-order stationarity in sampling?

3. (Poincaré case) The iteration complexity we obtained for smooth potentials which satisfy a Poincaré

inequality (focusing only on dimension and accuracy) is O(d2/ε2), whereas [CEL+21] obtained Õ(d3/ε).

Is it possible to achieve Õ(d2/ε) with a variant of LMC? If so, is averaging necessary?
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A Proof for the illustrative example

Proof. [Proof of Proposition 1] The total variation distance is

‖µ− π‖TV =
1

2

∫
|µ− π| = 1

8

∫
|π+ − π−| =

1

4
‖π+ − π−‖TV .

Since π− = normal(−m, 1) and π+ = normal(m, 1), the lower bound on ‖µ − π‖TV follows from [DMR20,
Theorem 1.3].

Next, we have

∇ ln
µ

π
=

1

µ

(3

4
∇π− +

1

4
∇π+

)
− 1

π

(1

2
∇π− +

1

2
∇π+

)
=

1

µπ

[
π
(3

4
∇π− +

1

4
∇π+

)
+ µ

(1

2
∇π− +

1

2
∇π+

)]
.

Writing s∓ := ∇ lnπ∓, some algebra reveals that

∇ ln
µ

π
=

1

4µπ
(π+∇π− − π−∇π+) =

π−π+

4µπ
(s− − s+) = −π−π+

2µπ
m .

Therefore,

FI(µ ‖ π) =
m2

4

∫
π2
−π

2
+

µ2π2
dµ =

m2

4

∫
π2
−π

2
+

µπ2
=
m2

4

∫
π2
−π

2
+

( 3
4 π− + 1

4 π+) ( 1
2 π− + 1

2 π+)
2

≤ 4m2

∫
π2
−π

2
+

(π− + π+)
3 ≤ 4m2

[∫
R−

π2
+

π−
+

∫
R+

π2
−
π+

]
.

Writing Z := (2π)
d/2

for the normalizing constant,∫
R+

π2
−
π+

=
1

Z

∫ ∞
0

exp
(
−|x+m|2 +

1

2
|x−m|2

)
dx =

exp(4m2)

Z

∫ ∞
0

exp
(
−1

2
|x+ 3m|2

)
dx

= exp(4m2)P{ξ ≥ 3m}

where ξ is a standard Gaussian random variable. Using a standard Gaussian tail bound,

P{ξ ≥ 3m} ≤ 1

2
exp
(
−9m2

2

)
.

A symmetric argument holds for the other integral, and hence

FI(µ ‖ π) ≤ 4m2 exp
(
−m

2

2

)
which completes the proof.

B Proof of the main theorem

Our proof follows the interpolation argument of [VW19] which proceeds by obtaining a differential inequality
for the KL divergence along an interpolation of the algorithm. With an eye towards extensions of the main
result, we prove a more general version of the inequality.

Lemma 12. Consider the stochastic process defined by

xt := x0 − hg0 +
√

2Bt , for t ≥ 0 ,
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where (Bt)t≥0 is a standard Brownian motion in Rd which is independent of (x0, g0). Then, writing µt for
the law of xt,

∂t KL(µt ‖ π) ≤ −3

4
FI(µt ‖ π) + E

[
‖∇V (xt)− E[g0 | xt]‖2

]
≤ −3

4
FI(µt ‖ π) + E[‖∇V (xt)− g0‖2] .

Proof. Let F0 denote the σ-algebra generated by (x0, g0), and let µt|F0
denote the conditional law of xt

given F0. Then, t 7→ µt|F0
evolves according to the Fokker-Planck equation

∂tµt|F0
(x) = ∆µt|F0

(x) + divx
(
µt|F0

(x) g0

)
.

If P0 denotes the restriction of the probability measure P on the underlying probability space, then taking
the expectation w.r.t. P0 yields

∂tµt(x) = ∆µt(x) + divx E[µt|F0
(x) g0] .

The second term is

E[µt|F0
(x)g0] =

∫
µt|F0

(x | ω) g0(ω)P0(dω) = µt(x)

∫
g0(ω)µF0|t(dω | x)

= µt(x)E[g0 | xt = x] .

From this, the time derivative of the KL divergence is

∂t KL(µt ‖ π) =

∫ (
ln
µt
π

)
div
(
µt (∇ lnµt + E[g0 | xt = ·])

)
= −

∫ 〈
∇ ln

µt
π
,∇ lnµt + E[g0 | xt = ·]

〉
dµt

= −FI(µt ‖ π) +

∫ 〈
∇ ln

µt
π
,∇V − E[g0 | xt = ·]

〉
dµt .

Applying Young’s inequality,∫ 〈
∇ ln

µt
π
,∇V − E[g0 | xt = ·]

〉
dµt ≤

1

4
FI(µt ‖ π) + E

[
‖∇V (xt)− E[g0 | xt]‖2

]
which completes the proof.

We also use the following lemma, which is taken from [CEL+21]. For the reader’s convenience, the proof
is reproduced here.

Lemma 13 ([CEL+21, Lemma 16]). Assume that ∇V is L-Lipschitz. For any probability measure µ, it holds
that

Eµ[‖∇V ‖2] ≤ FI(µ ‖ π) + 2dL .

Proof. Let L denote the infinitesimal generator of the Langevin diffusion (1.1), i.e.

Lf := 〈∇V,∇f〉 −∆f .

Observe that LV = ‖∇V ‖2 −∆V . Applying integration by parts,

Eµ[‖∇V ‖2] = Eµ LV + Eµ ∆V ≤
∫

LV
dµ

dπ
dπ + dL =

∫ 〈
∇V,∇dµ

dπ

〉
dπ + dL

= 2

∫ 〈√dµ

dπ
∇V,∇

√
dµ

dπ

〉
dπ + dL ≤ 1

2
Eµ[‖∇V ‖2] + 2Eπ

[∥∥∇√dµ

dπ

∥∥2]
+ dL .
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Rearrange this inequality to obtain the desired result.

We now prove our main result.

Proof. [Proof of Theorem 2] Let (xt)t≥0 denote the interpolation of LMC (defined in (4.1)). For t ∈
[kh, (k + 1)h], Lemma 12 yields

∂t KL(µt ‖ π) ≤ −3

4
FI(µt ‖ π) + E[‖∇V (xt)−∇V (xkh)‖2]

and the error term is

E[‖∇V (xt)−∇V (xkh)‖2] ≤ L2 E[‖xt − xkh‖2]

≤ 2L2 (t− kh)
2 E[‖∇V (xkh)‖2] + 4L2 E[‖Bt −Bkh‖2] .

Next, since ∇V is Lipschitz,

‖∇V (xkh)‖ ≤ ‖∇V (xt)‖+ L ‖xt − xkh‖

≤ ‖∇V (xt)‖+ Lh ‖∇V (xkh)‖+
√

2L ‖Bt −Bkh‖ .

and for h ≤ 1/(3L) we can rearrange this to yield

‖∇V (xkh)‖ ≤ 3

2
‖∇V (xt)‖+

3L√
2
‖Bt −Bkh‖ .

Plugging this in,

‖∇V (xt)−∇V (xkh)‖2 ≤ 9L2 (t− kh)
2 ‖∇V (xt)‖2 + 6L2 ‖Bt −Bkh‖2 . (B.1)

For the expectation of the first term, we can use Lemma 13 to bound

Eµt [‖∇V ‖2] ≤ FI(µt ‖ π) + 2Ld .

Hence, for h ≤ 1/(6L),

∂t KL(µt ‖ π) ≤ −
(3

4
− 9L2h2

)
FI(µt ‖ π) + 18L3d (t− kh)

2
+ 6L2d (t− kh)

≤ −1

2
FI(µt ‖ π) + 18L3d (t− kh)

2
+ 6L2d (t− kh) . (B.2)

Integrating, we obtain

KL(µ(k+1)h ‖ π)− KL(µkh ‖ π) ≤ −1

2

∫ (k+1)h

kh

FI(µt ‖ π) dt+ 6L3dh3 + 3L2dh2

≤ −1

2

∫ (k+1)h

kh

FI(µt ‖ π) dt+ 4L2dh2 . (B.3)

Now by summing, we have

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 2KL(µ0 ‖ π)

Nh
+ 8L2dh .

This concludes the proof.
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C Proofs for the extensions and applications

C.1 Asymptotic convergence of averaged LMC

Proof. [Proof of Theorem 3] The one-step recursion (B.3) in the proof of Theorem 2 yields

KL(µτn ‖ π)− KL(µτn−1
‖ π) ≤ −1

2

∫ τn

τn−1

FI(µt ‖ π) dt+ 4L2dh2
n .

Iterating the above bound, we obtain

KL(µτn ‖ π) ≤ KL(µ0 ‖ π)− 1

2

∫ τn

0

FI(µt ‖ π) dt+ 4L2d

n∑
k=1

h2
k .

Rearranging the terms, dividing by τn, and using the convexity of the Fisher information,

FI(µ̄τn ‖ π) ≤ 1

τn

∫ τn

0

FI(µt ‖ π) dt ≤ 2KL(µ0 ‖ π)

τn
+

8L2d

τn
S , (C.1)

where S :=
∑∞
k=1 h

2
k <∞. On the other hand, if t ∈ [τn, τn+1], integrating (B.2) between τn and t shows that

KL(µt ‖ π) ≤ KL(µτn ‖ π) + 4L2d (t− τn)
2 ≤ KL(µ0 ‖ π) + 8L2dS <∞ ,

so that {KL(µt ‖π) | t ≥ 0} is bounded. By convexity of the KL divergence, it also implies that {KL(µ̄τn ‖π) |
n ∈ N} is uniformly bounded. Recalling that the sublevel sets of KL(· ‖ π) are weakly compact we obtain that
(µ̄τn)n∈N is tight. To show that µ̄τn → π weakly, it suffices to show that every cluster point of (µ̄τn)n∈N is
equal to π. Consider a subsequence of (µ̄τn)n∈N converging to some cluster point µ̄.

Taking n→∞ in (C.1) and noting that τn →∞ by our assumptions, we have FI(µ̄τn ‖ π)→ 0, therefore
this is still true along the subsequence. Using the weak lower semicontinuity of the Fisher information along
the subsequence, FI(µ̄ ‖ π) = 0. This means that for f := dµ̄

dπ , we have
√
f ∈ domE and E(

√
f) = 0. Since

∇V is Lipschitz, then π has a continuous and strictly positive density on Rd, so E(
√
f) = 0 implies that f is

a constant π-a.e., and hence µ̄ = π.

C.2 Hessian smoothness

We first control the moments of LMC under Assumption 3.

Proposition 14. Assume that the growth conditions in (5.2) are satisfied for γ > 0, 0 < ξ ≤ γ/2, and
h ≤ a

4m2 ∧ 1. Then, for the LMC iterates (xkh)k∈N, we have

E[‖xkh‖2] ≤ E[‖x0‖2] + 3 (a+ b+ d) kh , (C.2)

E[‖xkh‖4] ≤ E[‖x0‖4] + 6
(3 (a+ b+ d)

1 ∧ a

) 2+γ
γ ∨2

kh . (C.3)

Proof. As before, we denote the interpolation diffusion with {xt}t≥0 and the corresponding filtration with
{Ft}t≥0. Using Itô’s formula conditioned on Fkh, we obtain

∂t E[‖xt‖2 | Fkh] = −2E[〈xt,∇V (xkh)〉 | Fkh] + 2d

= −2 〈xkh,∇V (xkh)〉+ 2 (t− kh) ‖∇V (xkh)‖2 + 2d

≤ −2a (1 + ‖xkh‖γ) + 2 (a+ b+ d) + 4 (t− kh)m2 (1 + ‖xkh‖2ξ)
≤ 3a+ 2b+ 2d

where we used h ≤ a/(4m2). Integrating this from kh to (k + 1)h and iterating yields the second moment
bound in (14).
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Similarly for the fourth moment, we write

∂t E[‖xt‖4 | Fkh] = −4E[‖xt‖2 〈∇V (xkh), xt〉 | Fkh] + (4d+ 2)E[‖xt‖2 | Fkh]

= 4E[‖xt‖2 | Fkh] {−〈∇V (xkh), xkh〉+ (t− kh) ‖∇V (xkh)‖2 + d+ 1/2}
− 16 (t− kh) 〈xkh − (t− kh)∇V (xkh),∇V (xkh)〉

where in the last step, we use Gaussian integration by parts

− 4E[‖xt‖2 〈∇V (xkh),
√

2 (Bt −Bkh)〉 | Fkh]

= −16 (t− kh) 〈xkh − (t− kh)∇V (xkh),∇V (xkh)〉 .

Therefore, we can use the growth condition and write

∂t E[‖xt‖4 | Fkh] ≤ 4 {E[‖xt‖2 | Fkh] + 4 (t− kh)}
× {−〈∇V (xkh), xkh〉+ (t− kh) ‖∇V (xkh)‖2 + d+ 1/2}

≤ 4 {E[‖xt‖2 | Fkh] + 4 (t− kh)}
× {−a ‖xkh‖γ + b+ 2 (t− kh)m2 (1 + ‖xkh‖2ξ) + d+ 1/2} .

Next, recalling that h ≤ min{1, a/(4m2)} and using Assumption 3,

∂t E[‖xt‖4 | Fkh] ≤ 4 {E[‖xt‖2 | Fkh] + 4 (t− kh)} ×
{
−a

2
‖xkh‖γ +

a

2
+ b+ d+

1

2

}
.

Define C := a+ b+ d. We split into two cases. If ‖xkh‖ ≥ ((a+ 2b+ 2d+ 1)/a)
1/γ

, then the time derivative

is negative. Otherwise, if ‖xkh‖ ≤ ((a+ 2b+ 2d+ 1)/a)
1/γ ≤ (3C/a)

1/γ
, then recalling our second moment

bound,

E[‖xt‖2 | Fkh] + 4 (t− kh) ≤ ‖xkh‖2 + (t− kh) (3a+ 2b+ 2d+ 4) ≤ ‖xkh‖2 + 6C

and therefore

∂t E[‖xt‖4 | Fkh] ≤ 3
((3C

a

)2/γ
+ 6C

)
C ≤ 6

( 3C

1 ∧ a
) 2+γ

γ ∨2
.

This concludes the proof.

Proof. [Proof of Theorem 6] Under Hessian smoothness, we can achieve tighter control on the discretization
error via the fourth moment. To do this, we introduce the following lemma, which is derived from an
intermediate result in the work of [MFWB19].

Lemma 15. Under Assumption 2, the following bound holds for the discretization error.

E
[
‖∇V (xt)− E[∇V (xkh) | xt]‖2

]
≤ 4L2 (t− kh)2 E[‖∇ lnµkh(xkh)‖2] + 12L4 (t− kh)3 d+ 4L2h2 E[‖∇V (xkh)‖2]

+ 4 (t− kh)4M2 E[‖∇V (xkh)‖4] + 48 (t− kh)2M2d2 .

Proof. This result follows from [MFWB19], by combining the proof of their Lemma 3 (before substitution of
‖∇V (xkh)‖4), their Lemma 4, and the result for the term I2 in their Lemma 5 with the bound on I3 in the
proof of their Lemma 5 before substituting for ‖∇V (xkh)‖2. We invoke the following Lemma, also from

[MFWB19].

Lemma 16 ([MFWB19, Lemma 7]). For h ≤ 1
2L and all t ∈ [kh, (k + 1)h],

E[‖∇ lnµkh(xkh)‖2] ≤ 8E[‖∇ lnµt(xt)‖2] + 32M2d2h2 .
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Consequently, we first analyze the first term in Lemma 15 for t ∈ [kh, (k + 1)h]:

E[‖∇ lnµkh(xkh)‖2] . E[‖∇ lnµt(xt)‖2] +M2d2h2

= E
[∥∥∇ ln

µt
π

(xt) +∇V (xt)
∥∥2]

+M2d2h2

. E
[∥∥∇ ln

µt
π

(xt)
∥∥2]

+ E[‖∇V (xt)‖2] +M2d2h2

. FI(µt ‖ π) + Ld+M2d2h2 ,

where we applied Lemma 13. Similarly, we bound the term

E[‖∇V (xkh)‖2] . E[‖∇V (xt)‖2] + E[‖∇V (xkh)−∇V (xt)‖2]

. (1 + L2 (t− kh)
2
) E[‖∇V (xt)‖2] + L2 (t− kh) d

≤ FI(µt ‖ π) + Ld ,

where we used (B.1), h . 1/L, and Lemma 13.
The primary term of concern is the expected fourth power of the gradient, E[‖∇V (xkh)‖4]. For large

orders of growth ξ > 1/2, we can directly use the fourth moment bound found in Proposition 14, which has a
worst case order of d3. However, when ξ ≤ 1/2, the term E[‖∇V (xkh)‖4] will only grow as the second moment
E[‖xkh‖2], and consequently the order of this term is d. In both cases, this term is no longer dominant.

Case ξ > 1/2: Using our growth assumption, we get using Assumption 3 for ξ > 1/2

E[‖∇V (xkh)‖4] . m4 (1 + ‖xkh‖4)

. m4

(
1 + E[‖x0‖4] +

(3 (a+ b+ d)

1 ∧ a

) 2+γ
γ ∨2

kh

)
. m4

(
1 + E[‖x0‖4] + (b+ d)3 kh

)
,

where the last line follows as ξ > 1/2 implies γ > 1.
Case ξ ≤ 1/2: In this case, when we use Assumption 3 for ξ ≤ 1/2

E[‖∇V (xkh)‖4] . m4 (1 + ‖xkh‖2)

. m4
(
1 + E[‖x0‖2] + (b+ d) kh

)
.

As we shall see, it will suffice for simplicity in both cases to use the worst case bound for all k ≤ N ,

E[‖∇V (xkh)‖4] . m4 (b+ σd)3Nh .

Substituting all of these terms into Lemma 15, we get for t ∈ [kh, (k + 1)h] and h . 1
L

E
[
‖∇V (xt)− E[∇V (xkh) | xt]‖2

]
. L2h2 FI(µt ‖ π) + L3d2h2 + L2M2d2h4

+M2m4 (b+ σd)3Nh5 +M2d2h2 .

Finally, from the differential inequality of Lemma 12, we get

∂t KL(µt ‖ π) ≤ −3

4
FI(µt ‖ π) + E

[
‖∇V (xt)− E[∇V (xkh) | xt]‖2

]
and so for h . 1

L ,

FI(µt ‖ π) . −∂t KL(µt ‖ π) + (1 ∨ L3 ∨M2) d2h2 +M2m4 (b+ σd)3Nh5 .

Finally, we integrate and average over the time horizon to get

1

Nh

∫ Nh

0

FI(µt ‖ π) dt .
KL(µ0 ‖ π)

Nh
+ (1 ∨ L3 ∨M2) d2h2 +M2m4 (b+ σd)3Nh5 .
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Consequently, if we define κ = 1 ∨ L ∨M2/3 ∨ (M1/3m2/3), then if h � K
1/3
0

κ (b+σd)2/3N1/3
, we get

1

Nh

∫ Nh

0

FI(µt ‖ π) dt .
(

(b+ σd)
2/3
K

2/3
0 +

K
5/3
0

(b+ σd)
1/3

) κ

N2/3
.

This completes the proof.

C.3 Stochastic gradient setting

Proof. [Proof of Theorem 7] Using Lemma 12, we have

∂t KL(µt ‖ π) ≤ −3

4
FI(µt ‖ π) + E[‖∇V (xt)−G(xkh, ζk)‖2] .

The error term can be bounded via

E[‖∇V (xt)−G(xkh, ζk)‖2] ≤ 3E[‖∇V (xt)−∇V̂ (xt)‖2] + 3E[‖∇V̂ (xt)−∇V̂ (xkh)‖2]

+ 3E[‖∇V̂ (xkh)−G(xkh, ζk)‖2]

≤ 3 bias2 + 3 var + 3L̂2 E[‖xt − xkh‖2] .

Next, we have

E[‖xt − xkh‖2] = (t− kh)
2 E[‖G(xkh, ζk)‖2] + 2E[‖Bt −Bkh‖2]

≤ 2 var (t− kh)
2

+ 2 (t− kh)
2 E[‖∇V̂ (xkh)‖2] + 2d (t− kh) .

Using smoothness of V̂ ,

E[‖∇V̂ (xkh)‖2] ≤ 2E[‖∇V̂ (xt)‖2] + 2L̂2 E[‖xt − xkh‖2] .

Substitute this into the previous inequality. If h ≤ 1/(
√

8L̂), we can rearrange to obtain

E[‖xt − xkh‖2] ≤ 4 var (t− kh)
2

+ 8 (t− kh)
2 E[‖∇V̂ (xt)‖2] + 4d (t− kh) .

Next, to bound E[‖∇V̂ (xt)‖2], we generalize the proof of Lemma 13. Introduce the generator L of the
Langevin diffusion. Since LV̂ = −∆V̂ + 〈∇V,∇V̂ 〉, we can write

Eµt [‖∇V̂ ‖2] = Eµt [LV̂ + ∆V̂ + 〈∇V̂ ,∇V̂ −∇V 〉]

≤ Eµt LV̂ + L̂d+

√
Eµt [‖∇V̂ ‖2]Eµt [‖∇V̂ −∇V ‖2]

≤ Eµt LV̂ + L̂d+

√
bias2 Eµt [‖∇V̂ ‖2] .

For the first term, we can use an integration by parts argument as in the proof of Lemma 13:

Eµt LV̂ = Eµt
〈
∇V̂ ,∇ ln

µt
π

〉
≤
√
Eµt [‖∇V̂ ‖2]FI(µt ‖ π) .

Applying Young’s inequality,

Eµt [‖∇V̂ ‖2] ≤ 1

4
Eµt [‖∇V̂ ‖2] + FI(µt ‖ π) + L̂d+

1

4
Eµt [‖∇V̂ ‖2] + bias2

which is rearranged to yield

Eµt [‖∇V̂ ‖2] ≤ 2FI(µt ‖ π) + 2L̂d+ 2 bias2 .
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Therefore,

E[‖∇V (xt)−G(xkh, ζk)‖2] ≤ 3 bias2 + 3 var + 12L̂2 var (t− kh)
2

+ 48L̂2 {FI(µt ‖ π) + L̂d+ bias2} (t− kh)
2

+ 12L̂2d (t− kh)

and for h ≤ 1/(
√

192L̂) we can absorb the Fisher information term into the differential inequality for the KL
divergence:

∂t KL(µt ‖ π) ≤ −1

2
FI(µt ‖ π) + 3 bias2 + 3 var + 12L̂2 var (t− kh)

2

+ 48L̂2 (L̂d+ bias2) (t− kh)
2

+ 12L̂2d (t− kh) .

Integrating,

KL(µ(k+1)h ‖ π)− KL(µkh ‖ π) ≤ −1

2

∫ (k+1)h

kh

FI(µt ‖ π) dt+ 3h bias2 + 3h var + 4L̂2h3 var

+ 16L̂2h3 (L̂d+ bias2) + 6L̂2dh2

≤ −1

2

∫ (k+1)h

kh

FI(µt ‖ π) dt+ 4h bias2 + 4h var + 8L̂2dh2 .

The proof is concluded in the same way as Theorem 2.

C.4 Gaussian smoothing

Proof. [Proof of Lemma 8] From a Gaussian integration by parts argument [NS17], writing γ for the standard
Gaussian measure on Rd,

‖∇V̂ (x)−∇V (x)‖ =
∥∥∥∫ (V (x+ ηζ)− V (x)

η
− 〈∇V (x), ζ〉

)
ζ γ(dζ)

∥∥∥
≤ 1

η

∫
|V (x+ ηζ)− V (x)− η 〈∇V (x), ζ〉| ‖ζ‖ γ(dζ)

=

∫ ∣∣∣〈∫ 1

0

{∇V (x+ tηζ)−∇V (x)} dt, ζ
〉∣∣∣ ‖ζ‖ γ(dζ)

≤
∫ (∫ 1

0

‖∇V (x+ tηζ)−∇V (x)‖ dt
)
‖ζ‖2 γ(dζ)

≤ Lηs
∫
‖ζ‖2+s γ(dζ) � Ld(2+s)/2ηs .

The last inequality follows from standard bounds on the Gaussian moments.

Proof. [Proof of Corollary 10] We proceed via the following steps.
1. Control of the bias. Let π̂ ∝ exp(−V̂ ) and assume that the potential V is normalized so that∫

exp(−V ) = 1. From [CDJB20, Lemma 2.2], we know that sup |V̂ − V | ≤ Ld(1+s)/2η1+s. Then,

π̂

π
=

exp(V − V̂ )∫
exp(−V̂ )

≤ exp(V − V̂ )

exp(− sup |V − V̂ |)
∫

exp(−V )
≤ exp

(
2 sup |V − V̂ |

)
.

For η small, we deduce from Pinsker’s inequality that

‖π̂ − π‖2TV . KL(π̂ ‖ π) ≤ ln sup
π̂

π
≤ 2 sup |V − V̂ | . Ld(1+s)/2η1+s .

Hence, provided η . ε1/(1+s)/(L1/(1+s)d1/2), we can ensure that ‖π̂ − π‖2TV ≤ ε
4 .
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2. Convergence to the smoothed potential. We next apply Theorem 7 with the target distribution
π̂. Due to the mini-batching of the stochastic gradients,

L̂ .
Ld(1−s)/2

η1−s , var .
L2dsη2s

B
.

Since we are viewing the smoothed potential π̂ as the target, then bias2 = 0. Therefore, Theorem 7 implies
that FI(µ̄Nh ‖ π̂) ≤ δ after N iterations, provided that η . B1/(2s)δ1/(2s)/(L1/sd1/2) and

N &
K0L

2d2−s

δ2η2 (1−s) .

3. The smoothed potential satisfies a Poincaré inequality. From the first step, our choice of η
entails that π̂ is a bounded perturbation of π, and hence π̂ satisfies a Poincaré inequality with constant
. CPI [BGL14, Proposition 4.2.7]. Applying Lemma 4, we obtain

‖µ̄Nh − π̂‖2TV . CPI FI(µ̄Nh ‖ π̂) .

Setting δ � ε/CPI, we see that provided η . B1/(2s)ε1/(2s)/(C
1/(2s)
PI L1/sd1/2) and

N &
C2

PIK0L
2d2−s

ε2η2 (1−s) ,

we obtain ‖µ̄Nh − π̂‖2TV ≤ ε
4 .

4. Conclusion of the proof. Putting the steps together,

‖µ̄Nh − π‖2TV ≤ 2 ‖µ̄Nh − π̂‖2TV + 2 ‖π̂ − π‖2TV ≤ ε .

To fulfill the conditions on η, we take

η � 1

d1/2
min

{ ε1/(1+s)

L1/(1+s)
,
B1/(2s)ε1/(2s)

C
1/(2s)
PI L1/s

}
. (C.4)

The gradient complexity is

BN � C2
PIK0L

2d3−2s

ε2
×B ×max

{L1/(1+s)

ε1/(1+s)
,
C

1/(2s)
PI L1/s

B1/(2s)ε1/(2s)

}2 (1−s)
.

Now we optimize over B. If s ≥ 1/2, then we set B = 1, with complexity

BN �
C

(1+s)/s
PI K0L

2/sd3−2s

ε(1+s)/s
.

Otherwise, if s ≤ 1/2, we set B � CPIL
2/(1+s)/ε(1−s)/(1+s), with complexity

BN � C3
PIK0L

6/(1+s)d3−2s

ε(5−s)/(1+s)
.

This completes the proof.

C.5 Finite sum setting

Proof. [Proof of Theorem 11] Let (xt)t≥0 denote the interpolation of (VR-LMC). Using Lemma 12, for
t ∈ [kh, (k + 1)h], we have

∂tKL(µt ‖ π) ≤ −3

4
FI(µt ‖ π) + E[‖∇V (xt)− gk‖2]

≤ −3

4
FI(µt ‖ π) + 2E[‖∇V (xt)−∇V (xkh)‖2] + 2E[‖∇V (xkh)− gk‖2] . (C.5)
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The second term in (C.5) can be further bounded as

E[‖∇V (xt)−∇V (xkh)‖2] ≤ L2 E[‖xt − xkh‖2] = L2 (t− kh)
2 E[‖gk‖2] + 2L2d (t− kh)

≤ L2h2 E[‖gk‖2] + 2L2dh = L2 E[‖x(k+1)h − xkh‖2] . (C.6)

Furthermore, write σ2
k = E[‖gk −∇V (xkh)‖2] for the variance term. The third term in (C.5) can be bounded

as

σ2
k+1 = (1− p)E[‖gk −∇V (x(k+1)h) +∇fi(x(k+1)h)−∇fi(xkh)‖2]

= (1− p)E[‖gk −∇V (xkh) + (∇fi(x(k+1)h)−∇fi(xkh))︸ ︷︷ ︸
:=ai

− (∇V (x(k+1)h)−∇V (xkh))︸ ︷︷ ︸
:=ā= 1

n

∑n
`=1 a`

‖2]

= (1− p)E[‖gk −∇V (xkh)‖2] + (1− p) 1

n

n∑
`=1

E[‖a` − ā‖2]

≤ (1− p)E[‖gk −∇V (xkh)‖2] + (1− p) 1

n

n∑
`=1

E[‖a`‖2]

≤ (1− p)σ2
k + (1− p)L2 E[‖x(k+1)h − xkh‖2] .

In the third equality, we conditioned w.r.t. Fk and used that i is independent of Fk. Therefore, we obtain
the inequality

σ2
k ≤

1− p
p

L2 E[‖x(k+1)h − xkh‖2]− 1

p
(σ2
k+1 − σ2

k) . (C.7)

Plugging (C.7) and (C.6) into (C.5) we obtain

∂tKL(µt ‖ π) ≤− 3

4
FI(µt ‖ π) +

2L2

p
E[‖x(k+1)h − xkh‖2]− 2

p
(σ2
k − σ2

k+1) . (C.8)

Now, we bound the term E[‖x(k+1)h − xkh‖2] appearing in (C.8) as

E[‖x(k+1)h − xkh‖2] = h2 E[‖gk‖2] + 2hd

≤ h2 E[‖∇V (xkh)‖2] + h2σ2
k + 2hd

≤ 2h2 E[‖∇V (xt)‖2] + 2h2 E[‖∇V (xt)−∇V (xkh)‖2] + h2σ2
k + 2hd

≤ 2h2 E[‖∇V (xt)‖2] + 2L2h2 E[‖x(k+1)h − xkh‖2] + h2σ2
k + 2hd ,

where we used (C.6). Further using (C.7), we obtain

E[‖x(k+1)h − xkh‖2] ≤ 2h2 E[‖∇V (xt)‖2]− h2

p
(σ2
k+1 − σ2

k)

+ h2L2 1 + p

p
E[‖x(k+1)h − xkh‖2] + 2hd .

Assuming h2L2 ≤ p/24, we have

11

12
E[‖x(k+1)h − xkh‖2] ≤ 2h2 E[‖∇V (xt)‖2]− h2

p
(σ2
k+1 − σ2

k) + 2hd .

Using Lemma 13, we obtain

2E[‖x(k+1)h − xkh‖2] ≤ 6h2 FI(µt ‖ π)− 3h2

p
(σ2
k+1 − σ2

k) + 6hd+ 12Lh2d

≤ 6h2 FI(µt ‖ π)− 3h2

p
(σ2
k+1 − σ2

k) + 9hd . (C.9)
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Plugging (C.9) into (C.8), we obtain

∂tKL(µt ‖ π) ≤
(
−3

4
+

6L2h2

p

)
FI(µt ‖ π) +

9L2hd

p
− 2

p

(
1 +

3L2h2

2p

)
(σ2
k+1 − σ2

k)

≤ −1

2
FI(µt ‖ π) +

9L2hd

p
− 2

p

(
1 +

3L2h2

2p

)
(σ2
k+1 − σ2

k) , (C.10)

where we used L2h2 ≤ p/24. Integrating between kh and (k + 1)h,

Lk+1 − Lk ≤ −
1

2

∫ (k+1)h

kh

FI(µt ‖ π) dt+
9L2hd

p
,

where Lk := KL(µkh ‖ π) + 2h
p (1 + 3L2h2

2p )σ2
k ≥ 0. Iterating, and using Lk ≥ 0,

1

Nh

∫ Nh

0

FI(µt ‖ π) dt ≤ 2L0

Nh
+

18L2hd

p
.

Since h2L2 < p/24, we have

L0 = KL(µ0 ‖ π) +
2h

p

(
1 +

3L2h2

2p

)
σ2

0 ≤ KL(µ0 ‖ π) +
3h

p
σ2

0 = C ,

thereby completing the first claim. By setting h =
√
pC

3L
√
Nd

, we obtain the second.
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