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Abstract

While it is commonly observed in practice that pruning networks to a certain level of sparsity can improve the quality of the features, a theoretical explanation of this phenomenon remains elusive. In this work, we investigate this by demonstrating that a broad class of statistical models can be optimally learned using pruned neural networks trained with gradient descent, in high-dimensions.

We consider learning both single-index and multi-index models of the form $y = \sigma^* (V^\top x) + \epsilon$, where $\sigma^*$ is a degree-$p$ polynomial, and $V \in \mathbb{R}^{d \times r}$ with $r \ll d$, is the matrix containing relevant model directions. We assume that $V$ satisfies a certain $\ell_q$-sparsity condition for matrices and show that pruning neural networks proportional to the sparsity level of $V$ improves their sample complexity compared to unpruned networks. Furthermore, we establish Correlational Statistical Query (CSQ) lower bounds in this setting, which take the sparsity level of $V$ into account. We show that if the sparsity level of $V$ exceeds a certain threshold, training pruned networks with a gradient descent algorithm achieves the sample complexity suggested by the CSQ lower bound. In the same scenario, however, our results imply that basis-independent methods such as models trained via standard gradient descent initialized with rotationally invariant random weights can provably achieve only suboptimal sample complexity.

1. Introduction

Neural network pruning, a technique aimed at reducing the number of weights by selectively removing certain connections or neurons, has attracted significant attention in recent years as a means to improve efficiency and scalability in deep learning (LeCun et al., 1989; Hassibi and Stork, 1992; Han et al., 2015; Frankle and Carbin, 2019). Beyond the computational advantages offered by pruning, empirical observations demonstrate that this method can also substantially improve the generalization performance of neural networks (Bartoldson et al., 2020; Jin et al., 2022).

Deep learning has challenged the classical learning theory and demonstrated that overparameterization will oftentimes improve generalization. In stark contrast, however, pruning overparameterized networks is also known to improve generalization, as observed in many empirical studies (LeCun et al., 1989; Hassibi and Stork, 1992; Bartoldson et al., 2020; Jin et al., 2022). In this context, our understanding of the effect of pruning remains elusive. As such, we focus on the following question:

Does pruning improve the quality of trained features in neural networks?

We answer this question in the affirmative. Indeed, we show that when the statistical model satisfies a certain sparsity condition, pruned neural networks trained with gradient descent can achieve optimal sample complexity, and learn significantly more efficiently compared to unpruned networks.
Feature learning in neural networks has been the focus of many recent works. A key characteristic in these models is their ability to learn low-dimensional latent features (Yehudai and Shamir, 2019; Ghorbani et al., 2020; Mousavi-Hosseini et al., 2023a). An apt scenario for studying this capability is the task of learning multi-index models (Damian et al., 2022; Mousavi-Hosseini et al., 2023a), where the response $y \in \mathbb{R}$ depends on the input $x \in \mathbb{R}^d$ via the relationship $y = \sigma^*(V^\top x) + \epsilon$. Here, $\sigma^*: \mathbb{R}^r \to \mathbb{R}$ is the non-linear link function, and the matrix $V \in \mathbb{R}^{d \times r}$ contains the relevant model directions. Our main focus is the regime where there are few relevant directions when compared to the ambient input dimension, i.e. $r \ll d$. In the special case $r = 1$, this model also covers the single-index setting, which has been studied extensively; see e.g. Ba et al. (2022); Mousavi-Hosseini et al. (2023a); Arous et al. (2021); Damian et al. (2023) and the references therein. In the simplified single-index case, the sample complexity of learning the model direction is determined by the information exponent $k^*$ of the link function $\sigma^*$, which is defined as the smallest order nonzero Hermite coefficient of $\sigma^*$. Arous et al. (2021) proved that SGD learns the direction in $n \geq O(d^{1/k^* - 1})$ samples, which is also tight for this algorithm. This, however, does not meet the corresponding Correlational Statistical Query (CSQ) lower bound in this setting which, roughly states that $n \geq \Omega(d^{k^* / 2})$ samples are necessary. Recently, Damian et al. (2023) showed that smoothing the loss landscape can close this gap and attain the CSQ lower bound.

It is important to highlight that the aforementioned studies consider single- or multi-index settings in their full generality, without any structural assumptions on the model directions. In practice, however, high-dimensional data often exhibits low-dimensional structures; thus, sparsity is a natural property to consider. It is reasonable to expect that with this additional structure, the corresponding CSQ lower bound would become smaller. However, it remains unclear whether the previously considered training methods can still achieve this lower bound in the sparse setting.

In this paper, we introduce the concept of soft sparsity for the model directions $V$ and derive a CSQ lower bound that depends on this sparsity level, which is always smaller than the lower bound in the general multi-index setting that only considers the worst-case sparsity scenario. Next, we demonstrate that pruned neural networks trained with a gradient-based method can achieve the optimal sample complexity suggested by this CSQ lower bound. Since the additional sparsity structure reduces the lower bound, basis-independent training methods such as gradient descent initialized with a symmetric distribution have provably suboptimal sample complexity; this implies a separation between pruning-based and existing training methods. We summarize our contributions below.

- We consider learning multi-index models of the form $y = \sigma^*(V^\top x) + \epsilon$ where the model directions $V \in \mathbb{R}^{d \times r}$ satisfy a certain soft sparsity. In Theorem 2, we prove a Correlational Statistical Query (CSQ) lower bound for this model, which also takes the inherent sparsity into account. The lower bound depends only on the sparsity level beyond a certain threshold. In this regime, our result shows that basis-independent training methods are always suboptimal.

- In the single-index case where $r = 1$, we prove that pruning the neural network with a sparsity level proportional to that of the model direction leads to a better sample complexity after training. Specifically, we consider polynomial link functions and show in Theorem 4 that the sample complexity achieved after pruning is optimal in the sense that, training after pruning can achieve the complexity suggested by the CSQ lower bound for any information exponent $k^* \geq 1$.

- Finally, we consider the multi-index case with $r > 1$. Under an additional assumption implying that the information exponent is $k^* = 2$, we prove in Theorem 5 that, pruned network trained with gradient descent can achieve the corresponding CSQ lower bound in this setting as well.
1.1. Related Work

**Pruning and generalization.** Pruning techniques have a rich history, spanning from classical methods that prune weights based on connectivity metrics like the Jacobian/Hessian (LeCun et al., 1989; Hassibi and Stork, 1992), to more recent approaches relying on weight magnitude (Han et al., 2015; Wen et al., 2016; Molchanov et al., 2017). Notably, iterative magnitude pruning, proposed by Han et al. (2015) demonstrated remarkable success in deep neural networks, sparking a surge in pruning research (Zhu and Gupta, 2018; Frankle et al., 2020; Gale et al., 2019; Liu et al., 2019).

Numerous studies demonstrate the beneficial effects of pruning on generalization (LeCun et al., 1989; Frankle and Carbin, 2019; Barsbey et al., 2021). Prior research treats pruning as an additional regularization technique, which requires weights to exhibit small norm (Giles and Omlin, 1994), achieve flat minima (Bartoldson et al., 2020), or enhance robustness to outliers (Jin et al., 2022). However, these studies are predominantly empirical and lack a theoretical foundation. Among the theoretical works, only Yang et al. (2023) examines random pruning within a specific statistical model. Our work extends their framework to encompass general polynomial link functions and data-dependent pruning algorithms, complementing generalization bounds with guarantees of optimality.

**Lottery tickets and sparsity.** Recent work has observed that overparameterized neural networks contain subsets, referred to as “winning tickets”, which can achieve comparable performance to the original network when trained independently (Frankle and Carbin, 2019). This phenomenon, known as the Lottery Ticket Hypothesis (LTH), has been extensively studied in the literature (Frankle et al., 2020; Gale et al., 2019; Chen et al., 2020; Zhou et al., 2019). Several recent works have focused on investigating the theoretical conditions for the existence of such subnetworks (Malach et al., 2020; Orseau et al., 2020) and the fundamental limitations of identifying them (Kumar et al., 2024). Our study takes a different approach by examining the training dynamics and generalization within the context of pruning. While previous works primarily focus on identifying subnetworks as predicted by the LTH, our research delves into the interplay between generalization and pruning methods.

**Non-linear feature learning with neural networks.** Recent theoretical studies have examined two scaling regimes in neural networks. In the “lazy” regime (Chizat et al., 2019), parameters remain largely unchanged from initialization, resembling kernel methods (Jacot et al., 2018; Du et al., 2019; Allen-Zhu et al.; Oymak and Soltanolkotabi, 2020). However, deep learning’s superiority over kernel models suggests they can go beyond this regime (Yehudai and Shamir, 2019; Ghorbani et al., 2020; Geiger et al., 2019). In contrast, the “mean-field” regime, where gradient descent converges to Wasserstein gradient flow, enables feature learning (Chizat et al., 2019; Mei et al., 2019; Chizat, 2022), but primarily applies to infinitely wide networks. Our paper explores a different setting, allowing for arbitrary-width neural networks without excessive overparameterization, while still employing mean-field scaling for weight initialization.

**Feature learning with multiple-index teacher models.** Learning an unknown low-dimensional function from data is fundamental in statistics (Li and Duan, 1989). Recent research in learning theory has considered this problem, aiming to demonstrate that neural networks can learn useful feature representations and outperform kernel methods (Ghorbani et al., 2020; Damian et al., 2022; Abbe et al., 2023). In particular, Abbe et al. (2022) investigates the necessary and sufficient conditions for learning with linear sample complexity in the mean-field limit, focusing on inputs confined to the hypercube. Closer to our setting are the recent works Damian et al. (2022); Mousavi-Hosseini et al. (2023a) which demonstrate a clear separation between NNs and kernel methods, leveraging the effect of representation learning. More recently, Dandi et al. (2024) shows that mini-batch SGD with finite number steps can learn a certain class of link functions with linear sample complexity.
Our work operates within a similar framework, incorporating an additional sparsity condition on relevant model directions. However, our analysis differs from previous work in two main aspects. First, our pruning results are constructive; we develop an explicit algorithm to establish the sample complexity of the pruned network trained via gradient descent. Second, pruning introduces a new dependency between weights and data, requiring an intricate analysis of gradient descent dynamics.

2. Preliminaries

Notations. Let \([n] := \{1, \cdots, n\}\). We use \(\langle \cdot, \cdot \rangle\) and \(\|\cdot\|_2\) to denote the Euclidean inner product and the norm, respectively. For matrices, \(\|\cdot\|_2\) denotes the usual operator norm. For a matrix \(A \in \mathbb{R}^{m \times n}\), \(A_{is}\) and \(A_{sj}\) denote the \(i\)th row and \(j\)th column of \(A\), respectively. \(S_{d-1}\) is the \(d\)-dimensional unit sphere. We use \(\{e_1, \cdots, e_d\}\) to denote the standard basis vectors in \(\mathbb{R}^d\). We use \(O(\cdot)\) and \(\Omega(\cdot)\) to suppress constants in upper and lower bounds. We use \(\tilde{O}(\cdot)\) to suppress poly-logarithmic terms in \(d\) in upper bounds. We use \(o_d(\cdot)\) to denote vanishing terms as \(d \to \infty\). We use \(f \in \Theta(g)\) to denote \(\Omega(g) \leq f \leq O(g)\). For a vector \(x \in \mathbb{R}^d\), we use \(\text{supp}(x) := \{i \in [d] : x_i \neq 0\}\). For a subset \(J \subseteq [d]\), we use \(x|_J \in \mathbb{R}^d\) to denote the restriction of the vector \(x\) on \(J\), i.e., the coordinate indices that are not in \(J\) are set to be 0. For matrices, \(A_J\) denotes the matrix \(A\) with everything but the rows indexed by the elements in \(J\) set to 0. Finally, \(x|_{\text{top}(M)}\) denote the vector \(x\) with everything except \(M\) largest entries in magnitude set to 0.

Statistical model. For a link function \(\sigma^* : \mathbb{R}^r \to \mathbb{R}\), we consider the multi-index model

\[
y = \sigma^*(V^\top x) + \epsilon \quad \text{with} \quad x \sim N(0, I_d)
\]

where \(x \in \mathbb{R}^d\) is the input, \(\epsilon\) is a zero-mean noise with \(O(1)\) sub-Gaussian norm and \(V \in \mathbb{R}^{d \times r}\) is an orthonormal matrix, i.e., \(V^\top V = I_r\). We assume that \(\sigma^*\) is a polynomial of degree \(p\), and it is normalized to satisfy \(E_{z \sim N(0, I_r)}[\sigma^*(z)] = 0 \) and \(E_{z \sim N(0, I_r)}[\sigma^*(z)^2] = 1\). We consider the low-dimensional setting \(r \ll d\) which, in the extreme case \(r = 1\), covers single-index models. We are mainly interested in models where \(V\) exhibits sparsity; we use the following matrix norm:

\[
\|V\|_{2,q} := \left(\|V_{1*}\|_2^q, \ldots , \|V_{d*}\|_2^q\right) \quad \text{where} \quad q \in [0, 2),
\]

where \(V_{is}\) denotes the \(i\)th row of \(V\).\(^1\) This is simply the usual \(\ell_q\) norm of the vector with entries \(\ell_2\) norm of rows of \(V\). Since \(V^\top V = I_r\), assuming that \(\|V\|_{2,q}\) is small constrains the model complexity significantly. Indeed, when \(q = 0\), \(\|\cdot\|_{2,q}\) counts the number of non-zero rows, serving as a measure of sparsity in high-dimensional settings. In the case \(q \in (0, 2)\), small \(\|\cdot\|_{2,q}\) norm allows all rows to potentially contain non-zero values, provided their \(\ell_2\) norms are all relatively small. When we have \(\|V\|_{2,q}^2 \leq R_q\) for some \(R_q\), we adopt a terminology from Raskutti et al. (2011) and refer to \(R_q\) as the soft sparsity level. Notably, the particular choice \(\|\cdot\|_{2,q}\) is motivated by its coordinate-independent property, as \(\|VU\|_{2,q} = \|V\|_{2,q}\) for any orthonormal matrix \(U \in \mathbb{R}^{r \times r}\).

Two-layer Neural Networks. Denoting the ReLU activation with \(\phi(t) = \max\{t, 0\}\), we consider learning with two-layer neural networks of the form

\[
\hat{y}(x; (a, W, b)) = \sum_{j=1}^{2m} a_j \phi(\langle W_{js}, x \rangle + b_j) = \langle a, \phi(Wx + b) \rangle,
\]

\(^1\) To be precise, \(\|\cdot\|_{2,q}\) is not a norm when \(q < 1\).
where $W = \{W_j\}_{j=1}^{2m}$ is the $2m \times d$ matrix whose rows are denoted with $W_j$, $a = \{a_j\}_{j=1}^{2m}$ is the second layer weights, $b = \{b_j\}_{j=1}^{2m}$ is the biases. Note that $\phi(\cdot)$ is applied element-wise in the second equality. We define the population and the empirical risks respectively as

$$R((a, W, b)) = \frac{1}{2} \mathbb{E} \left[ (\hat{y}(x; (a, W, b)) - y)^2 \right], \quad R_n((a, W, b)) = \frac{1}{2n} \sum_{i=1}^{n} (\hat{y}(x_i; (a, W, b)) - y_i)^2$$

where the expectation above is over the data distribution.

Our training procedure consists of three-steps: (i) we first prune the network for dimension reduction, then (ii) we take a gradient descent iteration with a large step-size to train $W$, and finally (iii) we train the second layer weights $a$. We will provide the details of the algorithm, in particular the pruning step in Section 4. Similar to the previous works, e.g. Chizat et al. (2019); Damian et al. (2022); Dandi et al. (2023), we use symmetric initialization so that $\hat{y}(x; (\hat{a}^{(0)}, W^{(0)}, \hat{b}^{(0)})) = 0$; we assume that the network has a width of $2m$ such that

$$a^{(0)}_j = -a^{(0)}_{2m-j}, \quad W^{(0)}_j = W^{(0)}_{2m-j}, \quad b^{(0)}_j = b^{(0)}_{2m-j}, \quad \text{for } j \in [m]. \quad (2.1)$$

Particularly, we will use the following initialization for the second-layer weights and the biases,

$$a^{(0)}_j \sim \text{Unif}\{-1, 1\}, \quad \text{and } b^{(0)}_j \sim \mathcal{N}(0, 1), \quad j \in [m]. \quad (2.2)$$

Initialization of $W^{(0)}$ will depend on the pruning algorithm and be detailed later. Note that due to (2.1), the gradient of $R_n$ with respect to $W_j$, at initialization can be written as follows:

$$\nabla_{W_j} R_n((a, W, b)) = \frac{-a_j}{n} \sum_{i=1}^{n} y_i x_i \phi'(\langle W_j, x_i \rangle + b_j).$$

We simplify the notation to $\nabla_j R_n((a, w, b))$ whenever $W_i = w$ for all $i$.

Characteristics of the link function $\sigma^*$ plays an important role in the complexity of learning. Indeed, recent works showed that the term in the Hermite expansion of $\sigma^*$ with the smallest degree determines the sample complexity (Arous et al., 2021; Abbe et al., 2023). In line of these works, we also rely on Hermite expansions, for which we define the Hermite polynomials as follows.

**Definition 1 (Hermite Polynomials)** The $k$th Hermite polynomial $H_{ek} : \mathbb{R} \to \mathbb{R}$ is the degree $k$ polynomial defined by

$$H_{ek}(t) = (-1)^k e^{t^2/2} \frac{d^k}{dt^k} e^{-t^2/2}.$$

### 3. Limitations of Basis Independent Methods: CSQ Lower Bounds

In this section, we explore the fundamental barriers under the soft sparsity structure we assume on the statistical model. Specifically, we establish a lower bound for Correlational Statistical Query (CSQ) methods within our framework. We note that the CSQ methods encompasses a wide class of algorithms under the squared error loss. We consider the function class

$$\mathcal{F}_{r,k} := \left\{ x \to \frac{1}{\sqrt{r!}} \sum_{j=1}^{r} H_{ek}(\langle V_{ej}, x \rangle) \left| V \in \mathbb{R}^{d \times r}, \ V^\top V = I_r, \ \|V\|_{2,q}^q \leq r^{q/2} \right. \right\} \quad (3.1)$$
where $\alpha \in (0, 1)$, $H_{ek}$ denotes the $k$th Hermite polynomial (see Definition 1), and for $q = 0$, we use the convention $\|V\|_{2,0}^q := \|V\|_{2,0}$. We remark that the constraint $V^TV = I_r$ directly implies $r \leq \|V\|_{2,q}^q \leq q^{q/2}d^{1-q/2}$. Therefore, $\mathcal{F}_{r,k}$ covers all possible sparsity levels by varying the parameter $\alpha$. We have the following result on the query complexity of CSQ methods.

**Theorem 2** Consider $\mathcal{F}_{r,k}$ with some $q \in [0, 2)$ and $\alpha \in (0, 1)$. For a sufficiently large $d$ depending on $(r, k, q, \alpha)$, any CSQ algorithm for $\mathcal{F}_{r,k}$ that guarantees error $\epsilon = \Omega(1)$ requires either queries of accuracy $\tau = \tilde{O}\left(d^{-\alpha k/d^2}\right)$ or super-polynomially many queries in $d$.

Using the heuristic $\tau \approx \frac{1}{\sqrt{n}}$ as in Damian et al. (2022), Theorem 2 implies that $n \geq \Omega\left(d^{(\alpha k/d^2)k}\right)$ samples are necessary to learn a function in $\mathcal{F}_{r,k}$ unless the algorithm makes super-polynomial queries in $d$. This recovers the existing lower bound $\Omega\left(d^{k/2}\right)$ given in Damian et al. (2022); Abbe et al. (2023), when the constraint is sufficiently large, i.e., $\alpha > \frac{1}{2}$. Conversely, when the soft sparsity level is sufficiently small, i.e., $\alpha \leq \frac{1}{2}$, we observe that the complexity lower bound reads $\Omega\left(d^{\alpha k}\right)$. Remarkably, in Section 5, we prove that a pruned neural network trained with gradient descent can indeed attain this lower bound; thus, it achieves optimal sample complexity in this sense.

We note that $\|V\|_{2,q}^q$ can be as small as $r$; thus, the CSQ lower bound in this regime can be significantly smaller than the unconstrained version $\Omega\left(d^{k/2}\right)$. On the other hand, methods that are independent of the underlying basis, such as gradient descent with symmetric initialization, cannot exploit the additional structure. As a result, these methods are constrained by the sample complexity lower bound of $\Omega\left(d^{k/2}\right)$ in the worst case. Finally, it is worth emphasizing that CSQ lower bounds do not directly apply to algorithms like SGD or one-step gradient descent due to non-adversarial noise. Nevertheless, under the square loss, queries of these algorithms fall under the correlational regime, thus the fundamental barrier CSQ lower bounds provide is frequently referred to when assessing the optimality of these methods; see e.g. Damian et al. (2022, 2023); Abbe et al. (2023).

4. Training Procedure: Pruning as Dimension Reduction

In this section, we outline the pruning procedure and how it effectively reduces the dimensionality of the learning problem, leading to the optimal sample complexity suggested by Theorem 2.

**Intuition.** To gain intuition, we start with the population dynamics and consider a simplified single-index setting to demonstrate the resulting dimension reduction. Let

$$\sigma^*(\langle v, x \rangle) = H_{e_2}(\langle v, x \rangle) \quad \text{with} \quad v = \left(d^{-\frac{1}{4}}, \cdots, d^{-\frac{1}{4}}, 0, 0, \cdots, 0\right),$$

where the direction $v$ is sparse, i.e. $\|v\|_0 = \sqrt{d} \ll d$. Moreover, for clarity, let us fix the output layer weights to $a_j^{(0)} = 1$ and biases to $b_j^{(0)} = 0$ and consider the population gradient at initialization. To see why comparing gradients performs dimension reduction, we write

$$\nabla_j R((a^{(0)}, e_i, b^{(0)})) = -E \left[\sigma^*(\langle v, x \rangle) \phi'(\langle e_i, x \rangle) x\right] = -\sqrt{\frac{2}{\pi}} \langle v, e_i \rangle v + \frac{1}{\sqrt{2\pi}} \langle v, e_i \rangle^2 e_i$$

(4.1)

where $e_i$ is the $i$th standard basis and constants are due to the Hermite coefficients of the ReLU activation $\phi(\cdot)$. Thus, we have

$$\|\nabla_j R((a^{(0)}, e_i, b^{(0)}))\|_{2}^2 = \frac{2}{\pi} v_i^2 + O(d^{-1}).$$
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Algorithm 1 PruneNetwork

Inputs: (i) Data: \( \mathcal{D} := \{(x_i, y_i)\}_{i=1}^n \) (ii) Network width: \( m \in \mathbb{N} \) (iii) Sparsity level: \( M \in [d] \) (iv) Shrinkage constant: \( c \in (0, 1) \)

1: Let \( \tilde{e}_i \) be as in (4.2), and initialize \( a^{(0)} \) and \( b^{(0)} \) as in (2.1)-(2.2)
2: Let \( \nabla_j R_n^\pm (\tilde{e}_i) := \nabla_j R_n^\pm ((a^{(0)}, \tilde{e}_i, b^{(0)})) \) \(_{\text{opt}(M)} \) and \( \| \nabla R_n^\pm (\tilde{e}_i) \|_F^2 = \sum_{j=1}^{2m} \| \nabla_j R_n^\pm (\tilde{e}_i) \|_2^2 \)
3: \( J = \text{supp}(\nabla_j R_n^\pm (\tilde{e}_i)) \) for some \( j \in [m] \) with \( b^{(0)}_j \geq 0 \) if one exists, otherwise \( J = \emptyset \).
4: Sort \( \| \nabla R_n^\pm (\tilde{e}_{j_1}) \|_2 \geq \| \nabla R_n^\pm (\tilde{e}_{j_2}) \|_2 \geq \cdots \geq \| \nabla R_n^\pm (\tilde{e}_{j_d}) \|_2 \) and \( J \leftarrow J \cup \{j_1, \cdots, j_M\} \)
5: Sort \( \| \nabla R_n^\pm (\tilde{e}_{k_1}) \|_2 \geq \| \nabla R_n^\pm (\tilde{e}_{k_2}) \|_2 \geq \cdots \geq \| \nabla R_n^\pm (\tilde{e}_{k_M}) \|_2 \) and \( J \leftarrow J \cup \{k_1, \cdots, k_M\} \)
6: Return: \( J \)

Since the entries of \( V \) scale with \( d^{-1/4} \) in high dimensions, comparing the norm of gradients is equivalent to comparing the magnitude of each entry \( v_i \). Hence, non-zero coordinates of \( V \) can be picked up by pruning, which is effectively reducing the dimension of the problem from \( d \) to the sparsity level \( \sqrt{d} \) in this example.

Algorithm 1 essentially extends the basic intuition above to general link functions \( \sigma^* \) and empirical gradients. However, such an extension requires us to handle two technical difficulties due to the bias in the Hermite expansion of the population gradient. In Section 6, we illustrate how each step in Algorithm 1 is designed to avoid those difficulties using the following arguments:

- (Data augmentation) We augment the feature vectors with an independent non-informative random variable, i.e., \( x' \sim (x, z)^T \) where \( z \sim \mathcal{N}(0, 1) \) and independent of \( x \). For notational convenience, we assume that the augmented features \( x' \) (henceforth referred to as \( x \)) is \( d \)-dimensional. Since the last entry of the feature vector is non-informative, we can assume \( V_{d} = 0 \), without loss of generality.

- (Shifted standard basis) We compare the magnitudes of the gradients initialized at

\[
\tilde{e}_j := \begin{cases} \sqrt{1 - c^2} e_d, & j \in [d-1] \\ e_d & j = d. \end{cases} \tag{4.2}
\]

Here, standard basis vectors are shifted by a factor of \( c \in (0, 1) \) to make sure that the extra terms vanish (see Line 1 in Algorithm 1).

- (Even-odd decomposition) We consider the even and odd components of the activation separately, i.e., \( \phi_{\pm}(t; b) = (\phi(t + b) \pm \phi(-t + b))/2 \), and evaluate the gradient with these components (Line 2 in Algorithm 1)

\[
\nabla_j R_n^\pm ((a^{(0)}, \tilde{e}_i, b^{(0)})) := \frac{1}{2} \left[ \nabla_j R_n^\pm ((a^{(0)}, \tilde{e}_i, b^{(0)}) \pm \nabla_j R_n^\pm ((a^{(0)}, -\tilde{e}_i, b^{(0)})) \right].
\]

### Pruning Algorithm 1.

The pruning algorithm is based on comparing gradient magnitudes at initialization to perform dimension reduction. The challenge lies in utilizing empirical gradients. To estimate the gradient magnitudes, we consider pruned empirical gradients, i.e., \( \nabla_j R_n^\pm (\tilde{e}_i) := \nabla_j R_n^\pm ((a^{(0)}, \tilde{e}_i, b^{(0)})) \) \(_{\text{opt}(M)} \) (Line 2). Improving on the sample mean estimator, which requires
network weights randomly restricted to $J$ multi-index setting, the algorithm needs a slight modification, which we detail in Section 5.2. models, and falls under the correlational query algorithms discussed in Section 3. However, in the re-initialize the biases and train the second-layer weights using gradient descent (Lines 4 and 5). We keep the connections with larger gradient magnitude while pruning the remain-

We consider a slightly modified version of the one-step gradient descent update used in recent works Damian et al. (2022); Ba et al. (2022, 2023), namely, we perform a gradient step restricted on set $J$, i.e.,

$$W_j^{(0)} \sim S_J^{d-1} \text{ and } W_j^{(0)} = W_{(2m-j+1)*}^{(0)}, j \in [m].$$

Having computed the empirical gradients, we proceed by evaluating and sorting the gradients $\tilde{a}_j \sim N(0, 1)$ and $\tilde{b}_j = b_{2m-j+1}$.

Training Algorithm 2. After pruning the neural network, we perform a gradient-based training procedure. Let $S_J^{d-1} \sim \text{Unif} \{ x \in S^{d-1} | x_j = 0 \text{ for } j \in [d] \setminus J \}$ denote the uniform distribution on the set of unit vectors supported on $J$. The algorithm symmetrically re-initializes the neural network weights randomly restricted to $J$, i.e.,

$$W_j^{(0)} \sim S_J^{d-1} \text{ and } W_j^{(0)} = W_{(2m-j+1)*}^{(0)}.$$
5. Main Results

In this section, we present learning guarantees on Algorithm 2 when the data is generated from either a single-index or a multi-index model. We focus on single-index models first.

5.1. Learning Sparse Single-index Models with Pruning

In what follows, we define a complexity measure for the link function to be learned.

Definition 3 (Information exponent) For the link function \( \sigma^* \), we let \( \sigma^*: = \sum_{k=0}^{\gamma^*} \frac{\gamma_k}{k!} H_k \) be its Hermite expansion. The information exponent of \( \sigma^* \), which we denote by \( k^* \), is the index of the first non-zero Hermite coefficient of \( \sigma^* \), i.e., \( k^* = \inf\{k \geq 1 \mid \gamma_k \neq 0\} \).

Intuitively, information exponent measures the magnitude of information contained in the gradient at initialization, and larger \( k^* \) implies increased gradient descent complexity (Arous et al., 2021).

The main result in the single-index setting relies on the above definition, and is given below.

Theorem 4 Let \( \|V\|_{2,q}^q = \Theta(\epsilon^{(1-\frac{q}{2})\alpha}) \), for some \( q \in [0, 2) \) and \( \alpha \in (0, 1) \). For any \( \epsilon > 0 \), consider Algorithm 2 with \( m = \Theta(\epsilon^{-\alpha}) \), \( c = \frac{1}{\log d} \),

\[
\eta_1 = \hat{O}\left(M^{k^*-1}\right), \quad \lambda_1 = \frac{1}{\eta_1}, \quad \eta_t = \frac{1}{O(m) + \lambda_t}, \quad \lambda_t = \hat{O}(m), \quad t \geq 2, \quad \text{and} \quad T = \hat{O}(1).
\]

For every \( \ell \in \mathbb{N} \), there exists a constant \( d_{\ell, \epsilon} \), depending on \( \ell \) and \( \epsilon \), such that for \( d \geq d_{\ell, \epsilon} \), if

\[
n = \hat{O}\left(d^{\alpha k^*}\right) \quad \text{and} \quad M = \hat{O}\left(d^\alpha\right),
\]

then, Algorithm 2 guarantees that with probability at least \( 1 - d^{-\ell} \)

\[
\mathbb{E}\left[\left(\hat{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) - y\right)^2\right] - \mathbb{E}[\epsilon^2] \leq \hat{O}\left(\frac{1}{m} + \sqrt{\frac{M}{n}}\right) + o_d(1).
\]

We observe that for any constraint level, the sample complexity in Theorem 4 reduces to \( \hat{O}(d^{\alpha k^*}) \) for \( \alpha \in (0, 1) \), which improves upon the existing \( O(d^{k^*}) \) guarantees for gradient-based algorithms (Bietti et al., 2022; Mousavi-Hosseini et al., 2023b). Moreover, in the case \( \alpha \leq 1/2 \), the upper bound matches with the CSQ lower bound in Theorem 2. Finally, we observe that for the generalization error to be small, the width \( m \) and particularly the ambient dimension \( d \) need to be both sufficiently large; thus, the right hand side of the bound vanishes only in high-dimensions.

5.2. Learning Sparse Multi-index Models with Pruning

In this section, we consider multi-index models, i.e., the case \( r > 1 \). We consider Algorithm 2 with two minor modifications, following a similar construction to Damian et al. (2022) adapted to our pruning framework. Right after the pruning step, between Lines 1 and 2, we subtract an estimate
of the first Hermite component from the response variable. We add this term back at the output, in Line 6. These modifications are given as follows.

\[
\begin{align*}
1.5: & \quad y_i \leftarrow y_i - \langle \hat{\mu}, x_i \rangle, \quad i \in [n] \text{ where } \hat{\mu} := \frac{1}{n} \sum_{i=1}^{n} y_i x_i, \\
6: & \quad \text{Return: } \hat{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) = \langle \hat{\mu}, x \rangle + \langle a^{(T)}, \phi(W^{(1)}x + b^{(1)}) \rangle.
\end{align*}
\]

We will refer to the modified algorithm as Algorithm 2⁺.

The following condition on the link function, referred to as non-degeneracy in Damian et al. (2022), is helpful in the analysis.

**Assumption 1** The link function \( \sigma^* : \mathbb{R}^r \rightarrow \mathbb{R} \) satisfies that \( \mathbb{E}[\sigma^*(z)zz^\top] \in \mathbb{R}^{r \times r} \) is full rank.

Under this assumption, \( \sigma^* \) has information exponent² \( k^* = 2 \). Therefore, this condition is significantly more restrictive than the assumptions in the single-index case. This is, however, expected since recovering the entire principal subspace spanned by the model directions, i.e., the column space of \( V \), is significantly more challenging than recovering a single direction. Under this condition, we state the main result of the multi-index setting.

**Theorem 5** Suppose that Assumption 1 holds. Let \( \|V\|_{2,q}^q = \Theta(d^{(1-\frac{q}{2})\alpha}) \), for some \( q \in [0,2) \) and \( \alpha \in (0,1) \). For any \( \varepsilon > 0 \), consider Algorithm 2⁺ with \( m = \Theta(d^\varepsilon) \), \( c = \frac{1}{\log d} \),

\[
\eta_1 = \tilde{O}(M), \quad \lambda_1 = \frac{1}{\eta_1}, \quad \eta_t = \frac{1}{\tilde{O}(m) + \lambda_t}, \quad \lambda_t = \tilde{O}(m), \quad t \geq 2, \quad \text{and } T = \tilde{O}(1).
\]

For every \( \ell \in \mathbb{N} \), there exists a constant \( d_{\ell,\varepsilon} \), depending on \( \ell \) and \( \varepsilon \), such that for \( d \geq d_{\ell,\varepsilon} \), if

\[
n = \tilde{O}
\left( d^{2\alpha} \right) \quad \text{and} \quad M = \tilde{O}
\left( d^\alpha \right),
\]

then, Algorithm 2⁺ guarantees that with probability at least \( 1 - d^{-\ell} \)

\[
\mathbb{E}
\left[
\left|
\hat{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) - y
\right|^2 - \mathbb{E}[\varepsilon^2]
\right] \leq \tilde{O}
\left( \frac{1}{m} + \sqrt{\frac{M}{n}} \right) + o_d(1).
\]

The above result states that the improvement in sample-complexity due to pruning extends to the multi-index setting as well. As in the single-index case, for all sparsity levels, gradient descent followed by pruning requires \( \tilde{O}(d^{2\alpha}) \), for the soft sparsity level \( \Theta(d^{(1-q/2)\alpha}) \) and \( \alpha \in (0,1) \), which improves over the existing \( \tilde{O}(d^2) \) bound shown in Damian et al. (2022). It is worth noting that the bound in Damian et al. (2022) does not meet the CSQ lower bound in their setting. This gap, however, was later closed in Damian et al. (2023) via smoothing the loss. With the additional soft sparsity condition in Theorem 5, even smoothing will achieve suboptimal sample complexity

---

² In Definition 3, the information exponent is defined for \( r = 1 \). Similar to an argument by Abbe et al. (2023), we can generalize our definition to encompass multi-index settings by considering the degree of the lowest order Hermite components in \( \sigma^* \). With this, Assumption 1 leads to an information exponent \( k^* = 2 \) in the worst-case scenario, encompassing situations where the first Hermite component does not exist.
guarantee since the corresponding CSQ lower bound in this regime becomes smaller. Nevertheless, observing that the function class in (3.1) satisfies Assumption 1 for \( r > 1 \) and \( k = 2 \), our lower bound in Theorem 2 implies that the above result is tight in this sense, for \( \alpha \leq 1/2 \).

For the generalization error to be small in Theorem 5, we require the width \( m \) to be large. More crucially, this bound is small only in high-dimensions where the ambient dimension is large. Therefore, pruned neural networks learn useful representations via gradient descent, and achieves optimal sample complexity in the above sense in high-dimensions, also in the multi-index setting.

6. Technicalities Around Pruning

First Technical Difficulty. A technical difficulty arises due to the bias introduced by the first-order Hermite components. To illustrate a pathological case for this problem, we consider two models, one with and one without the first-order Hermite component:

\[
y = \frac{1}{\sqrt{2}} H_{e_2}(\langle v_1, x \rangle) + \frac{1}{\sqrt{2}} H_{e_2}(\langle v_2, x \rangle) \quad \text{and} \quad \tilde{y} = y + \langle v, x \rangle
\]

where we choose \( v_1 = e_1, \ v_2 = e_2, \ v = -\frac{1}{\sqrt{\pi}} (e_1 + e_2) \). Here, the second model, \( \tilde{y} \), includes an additional first-order Hermite term to illustrate its effect.

For the first model, we can derive the population gradient in (4.1) as follows:

\[
\nabla_j R((a^{(0)}, e_i, b^{(0)})) = -E \left[ y \varphi'(\langle e_i, x \rangle) x \right] = \frac{-1}{2\sqrt{\pi}} \begin{cases} e_1 & i = 1 \\ e_2 & i = 2 \\ 0 & i > 2 \end{cases}
\]

For the second model, denoted by \( \nabla_j \tilde{R} \), the population gradient is given by:

\[
\nabla_j \tilde{R}((a^{(0)}, e_i, b^{(0)})) = -E \left[ \tilde{y} \varphi'(\langle \tilde{e}_i, x \rangle) x \right] = -E \left[ (v, x) \varphi'(\langle e_i, x \rangle) x \right] = \frac{1}{2\sqrt{\pi}} \begin{cases} e_2 & i = 1 \\ e_1 & i = 2 \\ e_1 + e_2 & i > 2 \end{cases}
\]

We notice that in the first model, comparing the gradient magnitudes would recover the support, whereas in the second model the gradients evaluated at the support of \( v_1 \) and \( v_2 \) \((i = 1, 2)\) have smaller norms than other cases (see Appendix A for the details).

The issue described above arises from the presence of the first-order Hermite term in (6.3). To address this, we consider the even and odd components of the activation separately, as detailed in Section 4. This decomposition allows us to separate the first-order Hermite term from the higher-order terms in the Hermite expansion through even-odd decomposition, and eliminate the problematic bias of the first-order term illustrated in (6.2)-(6.3).

Second Technical Difficulty. The second technical difficulty arises due to the presence of magnitude mismatch within the entries of \( V \). To illustrate, let us consider the following case: For a small
\[ 0 < \varepsilon \ll d^{-1/2} \] and constants \( \gamma_2 \) and \( \gamma_4 \) specified later, let

\[
\sigma^*(\langle v, x \rangle) = \frac{\gamma_2}{\sqrt{2}} H_{e_2}(\langle v, x \rangle) + \frac{\gamma_4}{\sqrt{4!}} H_{e_4}(\langle v, x \rangle)
\]

with \( v = \left( \sqrt{1 - (\sqrt{d} - 1)\varepsilon^2}, \varepsilon, \cdots, \varepsilon, 0, 0, \cdots, 0 \right) \) \( (6.4) \)

where \( v \) is sparse, i.e. \( \|v\|_0 = \sqrt{d} \ll d \), and the first entry of \( v \) is significantly larger than the rest.

The population gradient in this case is given by

\[
\nabla_j R((a^{(0)}, e_i, b^{(0)})) = -\mathbb{E} \left[ \sigma^*(\langle v, x \rangle) \phi'(\langle e_i, x \rangle) x \right]
\]

\[
= -v \left( \sqrt{2} \gamma_2 \tilde{v}_2 v_i + \frac{2 \gamma_4 \tilde{v}_4}{\sqrt{6}} v_i^3 \right) - e_i \left( \frac{\gamma_4 \gamma_2}{\sqrt{2}} v_i^2 + \frac{\gamma_6 \gamma_4}{\sqrt{4!}} v_i^4 \right), \quad (6.5)
\]

where \( \tilde{v}_i \) denotes the \( i^{th} \) Hermite coefficients of the ReLU activation \( \phi(\cdot) \). The informative term contains the information about the direction \( v \) while the extra term appears due to the properties of Hermite polynomials. Here, a very large \( v_i \) might cause extra terms to be comparable to the informative terms, leading to cancellation. As detailed in Appendix A, we can find \((\gamma_2, \gamma_4, \varepsilon)\) such that for \( i = 1 \) (corresponding to largest entry in \( V \)), the informative and extra terms cancel each other in \( (6.6) \), i.e., informative term \( \approx -\) extra term, making the algorithm require exponentially many samples to find the largest entry.

On the other hand, we observe that if \( v_i \)'s vanish with \( d \) in \( (6.6) \), the informative term would dominate since it scales with \( O(v_i) \) whereas the extra term scales with \( O(v_i^2) \). To make sure that is the case in the presence of very large entries in \( V \), we use data augmentation and compare the magnitude of gradients evaluated at a shifted standard basis, as detailed in Section 4. Note that in this case,

\[
\nabla_j R((a^{(0)}, \tilde{e}_i, b^{(0)})) = -\mathbb{E} \left[ \sigma^*(\langle v, x \rangle) \phi'(\langle \tilde{e}_i, x \rangle) x \right]
\]

\[
= -cv \left( \sqrt{2} \gamma_2 \tilde{v}_2 v_i + c^2 \frac{2 \gamma_4 \tilde{v}_4}{\sqrt{6}} v_i^3 \right) - c e_i \left( \frac{\gamma_4 \gamma_2}{\sqrt{2}} v_i^2 + c^2 \frac{\gamma_6 \gamma_4}{\sqrt{4!}} v_i^4 \right), \quad (6.6)
\]

where a sufficiently small \( c > 0 \) ensures that the informative term dominates the right-hand side.

7. Discussion

We studied how pruning impacts the sample complexity of learning single and multi-index models. Our results show that pruning the network to a sparsity level proportional to the soft sparsity of relevant model directions significantly improves sample complexity. Moreover, we supported our results with a sparsity-aware CSQ lower bound which revealed that if the sparsity level exceeds a certain threshold, the sample complexity of training a pruned network cannot be improved in general. Conversely, the gap between our lower bound and the CSQ lower bound for the general dense case suggests that basis-independent methods, such as gradient descent initialized with a rotationally independent distribution, cannot achieve the sample complexity of the pruned network.

We outline a few limitations of our current work and discuss directions for future research.
– In our work, we considered training network weights with a single gradient step. However, recent research suggests that using multiple gradient descent steps in the multi-index setting yields improved sample complexity compared to single-step algorithms Abbe et al. (2023); Dandi et al. (2024). Therefore, considering pruning with a multi-step gradient descent algorithm can provide a more complete picture. Particularly, investigating pruning in the context of incremental (or curriculum) learning presents an interesting direction for future research.

– In the gradient-based algorithm, we considered a somewhat unconventional initialization, leveraging the symmetry it introduces. It would be interesting to examine cases where we train a network with multiple neurons starting from a more standard initialization. This analysis is challenging due to the interactions between the neurons.

– The results presented in this paper are based on the assumption that the input distribution follows an isotropic Gaussian distribution. Recent works Mousavi-Hosseini et al. (2023b); Ba et al. (2023) showed that there is an intricate interplay between the model and the important covariance directions, and the overall performance of neural networks is governed by their interplay. Studying the effect of pruning in this regime and also extending our results to other distributions (Roy et al., 2021), for example via zero-biased transformations (Goldstein and Reinert, 1997; Goldstein and Wei, 2019), is a topic for future research.
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In this section, we detail the examples discussed in Section 4. Recall that $\phi$ is the ReLU activation with the Hermite expansion $\phi = \sum_{k \geq 0} \tilde{\gamma}_k H_k$. Notably, the coefficients are $\tilde{\gamma}_1 = \frac{1}{2}$, $\tilde{\gamma}_2 = \frac{1}{\sqrt{2\pi}}$, $\tilde{\gamma}_3 = 0$, $\tilde{\gamma}_4 = \frac{1}{\sqrt{2\pi}}$, and $\tilde{\gamma}_6 = \frac{1}{\sqrt{2\pi}}$ (see (C.5) with $b = 0$).

First, we consider the setting in (6.1). In this case, for $w \in S^{d-1}$, we have

$$
\mathbb{E} [y\phi'(\langle w, x \rangle)x] = \sqrt{2}\tilde{\gamma}_2 \langle v_1, w \rangle v_1 + \sqrt{2}\tilde{\gamma}_2 \langle v_2, w \rangle v_2 + \frac{\tilde{\gamma}_4}{2\sqrt{2}} (\langle w, v_1 \rangle^2 + \langle w, v_2 \rangle^2)w
$$

using an argument by Erdogdu et al. (2019) and

$$
\mathbb{E} [\tilde{y}\phi'(\langle w, x \rangle)x] \mid \mathbb{E} [y\phi'(\langle w, x \rangle)x] = \frac{1}{2\sqrt{\pi}} (e_1 + e_2) + \mathbb{E} [y\phi'(\langle w, x \rangle)x],
$$

where we used the defined values in (6.1). From (A.1)-(A.2), we deduce

$$
\mathbb{E} [y\phi'(\langle e_i, x \rangle)x] = \frac{1}{2\sqrt{\pi}} \begin{cases} e_1 & i = 1 \\ e_2 & i = 2 \\ 0 & i > 2, \end{cases}
$$

and

$$
\mathbb{E} [\tilde{y}\phi'(\langle e_i, x \rangle)x] = \frac{1}{2\sqrt{\pi}} \begin{cases} e_2 & i = 1 \\ e_1 & i = 2 \\ e_1 + e_2 & i > 2, \end{cases}
$$

confirming (6.2) and (6.3).

For (6.4), let us consider $\gamma_2 = 1$, $\gamma_4 = 2\sqrt{3}$, and $\varepsilon = e^{-d}$. Using (6.6), we can show that the population gradient in this case satisfies:

$$
||\mathbb{E} [y\phi'(\langle e_1, x \rangle)x]||_2 = \begin{cases} O(d^2 e^{-d}), & i = 1 \\ O(e^{-d}), & i = 2, \ldots, \sqrt{d} \\ 0, & i > \sqrt{d}. \end{cases}
$$

We note that in this case, an exponentially large sample size in $d$ is required to differentiate between $i = 1$ then $i = d$ using empirical gradients.
Appendix B. Preliminaries for Proofs

Additional Notation: Unless otherwise stated, $Z$ follows the standard Gaussian distribution with a dimension depending on the context. We let $C_{\sigma^*} := \mathbb{E}[\|\nabla \sigma^*(Z)\|_2^2]^{1/2}$. We use $S_{d-1}^M$ to denote the $M$-sparse $d$-dimensional unit vectors, i.e., $S_{d-1}^M := \{x \in S_{d-1}^d \mid \|x\|_0 \leq M\}$. For a matrix $A \in \mathbb{R}^{d_1 \times d_2}$, $\sigma_1(A) \geq \sigma_2(A) \geq \cdots \geq \sigma_{d_1 \wedge d_2}(A)$ denotes the singular values of $A$. For $J_1 \subseteq [d_1]$ and $J_2 \subseteq [d_2]$, we let $A|_{J_1}$, $A|_{J_1 \times J_2} \in \mathbb{R}^{d_1 \times d_2}$ such that

$$(A|_{J_1})_{ij} = \begin{cases} A_{ij} & i \in J_1 \\ 0 & \text{otherwise.} \end{cases}$$

and

$$(A|_{J_1 \times J_2})_{ij} = \begin{cases} A_{ij} & i \in J_1 \text{ and } j \in J_2 \\ 0 & \text{otherwise.} \end{cases}$$

In the following, $C, K > 0$ are constants that might take different values in different statements. For reader’s convenience, we track on which variable they depend. For a set $E$, $1_E(x) := \begin{cases} 1 & x \in E \\ 0 & \text{otherwise} \end{cases}$

We use $D := \{(x_i, y_i)\}_{i=1}^n$ to denote the dataset.

Additional Definitions: For notational simplicity, we assume that

$$|\sigma^*(z)| \leq C_1 (1 + \|z\|_2^2)^{C_2} \quad \text{for some } C_1 > 0, C_2 \geq \frac{1}{2}.$$  

We note that since $\sigma^*$ is a polynomial this assumption will always hold. Furthermore, in the proof, we particularly consider the model

$$y := \sigma^*(V^T x) + \sqrt{\Delta} \epsilon,$$  

where $\Delta > 0$ and $\epsilon$ has sub-Gaussian tails, i.e., $\mathbb{P}[|\epsilon| > t] \leq 2e^{-t^2}$.

We recall that $\phi(t) = \max\{0, t\}$ denotes the ReLU activation. To be precise, we define the initialization considered in Algorithm 2 mathematically as follows:

$$W^{(0)}_{j*} = \left(\sum_{i \in \mathcal{J}} W_{ji}^2 \right)^{-1} \left( W_{j1} 1_{1 \in \mathcal{J}}, \ldots, W_{jd} 1_{d \in \mathcal{J}} \right) \quad \text{(INIT)}$$

where $\mathcal{J}$ is the output of PruneNetwork (see Algorithm 1), $W \in \mathbb{R}^{m \times d}$, $W_{ij} \sim_{iid} \mathcal{N}(0, 1)$, and $W$ is independent of $D$. As for definition (B.1), in the multi-index setting, we use

$$\mathbb{E}[\sigma^*(zz^T)] := D \in \mathbb{R}^{r \times r} \quad \text{and} \quad \mathbb{E}[\sigma^*(V^T x)x^T] = VDV^T := H, \quad \text{(DEF-H)}$$

which follows from the second order Stein’s lemma (Erdogdu, 2015). Without loss of generality, we assume $D$ is diagonal.

Appendix C. Hermite Expansion in the Multi-Index Setting

C.1. Background on Tensors

In the following, we will use the tensor representation of multivariate Hermite polynomials. Therefore, we introduce some new notation to work with tensors: We denote tensors with boldface.
uppercase letters, (e.g. $T$). Unless specified, we assume that tensors take a value from an abstract inner product space, denoted with $\mathcal{H}$, with an inner product, of $\langle \cdot, \cdot \rangle_\mathcal{H}$. For a $k$-tensor $T_k : (\mathbb{R}^d)^\otimes k \to \mathcal{H}$ and an index tuple $(i_1, \cdots, i_k) \in [d]^k$, we use $T_k|_{i_1 \cdots i_k} : T_k[e_{i_1}, e_{i_2}, \cdots, e_{i_k}]$, where $\{e_i\}_{i \in [d]}$ is the standard basis for $\mathbb{R}^d$. We define the inner product and Frobenius norm for $k$-tensors $T_k, \tilde{T}_k : (\mathbb{R}^d)^\otimes k \to \mathcal{H}$ as
\[
\langle T_k, \tilde{T}_k \rangle := \sum_{(i_1, \cdots, i_k) \in [d]^k} \langle T_k|_{i_1 \cdots i_k}, \tilde{T}_k|_{i_1 \cdots i_k} \rangle_\mathcal{H} \quad \text{and} \quad \|T_k\|_F := \sqrt{\langle T_k, T_k \rangle}.
\] (C.1)

We use $\text{sym}(\cdot)$ to denote symmetrization operator, i.e.,
\[
\text{sym}(T_k)[e_{i_1}, e_{i_2}, \cdots, e_{i_k}] = \frac{1}{k!} \sum_{\tau \in S_k} T_k[e_{\tau(i_1)}, e_{\tau(i_2)}, \cdots, e_{\tau(i_k)}]
\] (C.2)

where $S_k$ is the set of permutations for $[k]$. We say a tensor is symmetric if $T_k = \text{sym}(T_k)$. For a vector $u \in \mathbb{R}^d$, $u^\otimes k : (\mathbb{R}^d)^\otimes k \to \mathbb{R}$ is a symmetric $k$-tensor defined as $u^\otimes k[v_1, \cdots, v_k] = \prod_{i=1}^k \langle u, v_i \rangle$.

C.1.1. Auxiliary Tensor Results

In this part, we present some useful tensor related result that we will use in the following.

**Proposition 6** Let $T_k : (\mathbb{R}^d)^\otimes k \to \mathcal{H}$ be a symmetric $k$-tensor. For any k-tensor $\tilde{T}_k$, we have
\[
\langle \tilde{T}_k, T_k \rangle = \langle \text{sym}(\tilde{T}_k), T_k \rangle.
\]

**Proof** We have
\[
\langle \tilde{T}_k, T_k \rangle = \sum_{(i_1, \cdots, i_k) \in [d]^k} \frac{1}{k!} \sum_{\tau \in S_k} \langle \tilde{T}_k|_{i_1 \cdots i_k}, T_k[e_{\tau(i_1)}, \cdots, e_{\tau(i_k)}] \rangle
\]
\[
= \sum_{(i_1, \cdots, i_k) \in [d]^k} \frac{1}{k!} \sum_{\tau \in S_k} \langle \tilde{T}_k|_{\tau(i_1) \cdots \tau(i_k)}, T_k[e_{i_1}, \cdots, e_{i_k}] \rangle = \langle \text{sym}(\tilde{T}_k), T_k \rangle,
\]
where (a) follows since $T_k$ is symmetric, and (b) follows by changing the indexing. $\blacksquare$

**Lemma 7** Let $T_{j+k} : (\mathbb{R}^d)^\otimes (j+k) \to \mathbb{R}$ be a symmetric tensor. We define $\nabla^j T_{j+k} : (\mathbb{R}^d)^\otimes k \to (\mathbb{R}^d)^\otimes j$ as
\[
\nabla^j T_{j+k}[e_{i_1}, \cdots, e_{i_k}]|_{i_k+1 \cdots i_{k+j}} := T_{j+k}[e_{i_1}, \cdots, e_{i_{k}}, e_{i_{k+1}}, \cdots, e_{i_{k+j}}].
\] (C.3)

We have $\nabla^j T_{j+k}$ is symmetric and $\|\nabla^j T_{j+k}\|_F = \|T_{j+k}\|_F$.

**Proof** Both statements follow from definitions in (C.1) and (C.2). $\blacksquare$

**Lemma 8** For $A \in \mathbb{R}^{d \times r}$ and $T_k : (\mathbb{R}^r)^\otimes k \to \mathbb{R}$, let $\tilde{T}_k : (\mathbb{R}^d)^\otimes k \to \mathbb{R}$ such that $\tilde{T}_k[u_1, \cdots, u_k] = T_k[A^\top u_1, \cdots, A^\top u_k]$. Then, $\|\tilde{T}_k\|_F \geq \sigma_k^d(A)\|T_k\|_F$.
Proof Let singular value decomposition of \( A \) be \( A := U \Sigma L^\top \), where \( U \in \mathbb{R}^{d \times r} \) and \( L \in \mathbb{R}^{r \times r} \) are orthonormal vectors and \( \Sigma_{ii} = \sigma_i(A) \) for \( i \in [r] \). First, we observe that for any \( v \in \mathbb{R}^d \) such that \( v \perp \text{col}(U) \), \( A^\top v = 0 \). Since Frobenius norm of a tensor is independent of the choice of basis, we can write that

\[
\| \hat{T}_k \|_F^2 = \sum_{i_1, \ldots, i_k \in [r]^k} \hat{T}_k [U_{*i_1}, \ldots, U_{*i_k}]^2.
\]

Hence, by definition

\[
\| \hat{T}_k \|_F^2 = \sum_{i_1, \ldots, i_k \in [r]^k} T_k [\sigma_{i_1}(A) L_{*i_1}, \ldots, \sigma_{i_k}(A) L_{*i_k}]^2 \geq \sigma_r^{2k}(A) \sum_{i_1, \ldots, i_k \in [r]^k} T_k [L_{*i_1}, \ldots, L_{*i_k}]^2
\]

\[
= \sigma_r^{2k}(A) \| T_k \|_F^2,
\]

where we use the multi-linear property of tensors in (a).

\[\blacksquare\]

Lemmas for Hermite Tensors

Definition 9 (Hermite Tensors) We define the Hermite tensor with a degree of \( k \) as \( H_{e_k} : \mathbb{R}^d \rightarrow (\mathbb{R}^d)^{\otimes k} \) as

\[
H_{e_k}(x)|_{i_1, \ldots, i_k} := e^{-\|x\|^2/2}(-1)^k \frac{\partial^k}{\partial x_{i_1} \cdots \partial x_{i_k}} \left( e^{-\|x\|^2/2} \right).
\]

We use the following facts about Hermite tensors in our proofs.

Lemma 10 For any orthonormal basis \( \{b_1, \ldots, b_d\} \) and \( x \in \mathbb{R}^d \), we have

\[
(H_{e_k}(x), b_{i_1} \otimes \cdots \otimes b_{i_d}) = H_{e_{j_1}}((b_1, x)) \cdots H_{e_{j_d}}((b_d, x)),
\]

where \( j_l \) is the number of occurrences of \( l \in [d] \) in \( (i_1, \ldots, i_k) \), i.e., \( j_l = \mathbb{1}_{i_l = l} + \cdots + \mathbb{1}_{i_k = l} \).

Proof If \( \{b_1, \ldots, b_d\} \) is the standard basis, the statement follows from Definition 9. To extend it for any orthonormal basis, let \( B \) denote the matrix with columns \( \{b_1, \ldots, b_d\} \), let \( h(x) := \exp(-\|x\|^2/2) \) and let \( \nabla^k h(x) : (\mathbb{R}^d)^{\otimes k} \rightarrow \mathbb{R} \) represent the \( k \)th derivative of \( h \). We want to prove that for any \( (i_1, \ldots, i_k) \in [d]^k \), \( \nabla^k h(x)[Be_{i_1}, \ldots, Be_{i_k}] \overset{(\ast)}{=} \nabla^k h(B^\top x)[e_{i_1}, \ldots, e_{i_k}] \), which will prove the statement. We will use proof by induction. We observe that \( (\ast) \) holds for \( k = 1 \). For \( k > 1 \), by assuming \( (\ast) \) holds for \( k - 1 \), we have

\[
\nabla^k h(x)[Be_{i_1}, \ldots, Be_{i_k}] = \lim_{t \to 0} \frac{(\nabla^{k-1} h(x + tBe_{i_k}) - \nabla^{k-1} h(x))[Be_{i_1}, \ldots, Be_{i_{k-1}}]}{t}
\]

\[
= \lim_{t \to 0} \frac{(\nabla^{k-1} h(B^\top x + te_{i_k}) - \nabla^{k-1} h(B^\top x))[e_{i_1}, \ldots, e_{i_{k-1}}]}{t}
\]

\[
= \nabla^k h(B^\top x)[e_{i_1}, \ldots, e_{i_k}].
\]

\[\blacksquare\]
Corollary 11  Let $V \in \mathbb{R}^{d \times r}$ be an orthonormal matrix and $T_k : (\mathbb{R}^r)^{\otimes k} \to \mathbb{R}$ be a symmetric $k$-tensor, and $H_{e_k}^{(r)}$ and $H_{e_k}^{(d)}$ denote $k$-degree Hermite tensor defined on $\mathbb{R}^r$ and $\mathbb{R}^d$ respectively. For $\tilde{T}_k[e_{i_1}, \ldots, e_{i_k}] := T_k[V^\top e_{i_1}, \ldots, V^\top e_{i_k}]$, we have $\langle T_k, H_{e_k}^{(r)}(V^\top x) \rangle = \langle \tilde{T}_k, H_{e_k}^{(d)}(x) \rangle$.

Proof  It immediately follows from Lemma 10.

Lemma 12  We have $H_{e_k}(0) = (-i)^k \mathbb{E}_{w \sim \mathcal{N}(0, I_d)}[w^{\otimes k}]$, where $i = \sqrt{-1}$. Consequently, we have $\mathbb{E}_{w \sim \mathcal{N}(0, I_d)}[w^{\otimes 2k}] = (2k - 1)!! \text{sym}(\tilde{T}_d^{(k)})$.

Proof  See (Tao, 2012, Eqs. 2.159 and 2.160) and (Damian et al., 2022, Lemma 22).

C.2. Hermite Expansion of the Population Gradient

For a symmetric $(k + 1)$-tensor $T_{k+1} : (\mathbb{R}^r)^{\otimes k+1} \to \mathbb{R}$, we define a $k$-tensor $\nabla T_{k+1} : (\mathbb{R}^r)^{\otimes k} \to \mathbb{R}^r$ as in (C.3) with $j = 1$. For the following, we use the following notation: For $b \in \mathbb{R}$, 

$$\phi(\cdot + b) := \frac{\gamma_k(b)}{k!} H_{e_k}$$

and 

$$\sigma^* := \frac{\gamma_k}{k!} T_k,$$

where $\gamma_k(b) \in \mathbb{R}$ and $T_k$ is a symmetric $k$-tensor for $k \in \mathbb{N}$. The main statement of this part is given below.

Proposition 13  For an orthonormal matrix $V \in \mathbb{R}^{d \times r}$ and $w \in S^{d-1}$, we have

$$\mathbb{E}x[\sigma^*(V^\top x)\phi'((w, x) + b) x] = V \sum_{k \geq 0} \frac{\gamma_{k+1}(b)}{k!} \nabla T_{k+1}[ (V^\top w)^{\otimes k} ]$$

$$+ w \sum_{k \geq 0} \frac{\gamma_{k+2}(b)}{k!} T_k[ (V^\top w)^{\otimes k} ]$$

(C.4)

and

$$\gamma_k(b) = \begin{cases} 1 - \Phi(-b), & k = 1 \\ \frac{e^{-b^2}}{\sqrt{2\pi}} H_{e_{k-2}}(-b), & k \geq 2 \end{cases}\quad \text{(C.5)}$$

where $\Phi(b)$ is the CDF of the standard Gaussian distribution.

To prove Proposition 13, we will need two lemmas.

Lemma 14  For $w \in \mathbb{R}^d$ and $k \in \mathbb{N}$, let $T_k := k \text{ sym}(e_l \otimes w^{\otimes k-1})$. For $i_1, \ldots, i_k \in [d]$, we have $T_k|_{i_1 \ldots i_k} = j_l w_1^{i_1} \times \cdots \times w_l^{i_l-1} \times \cdots \times w_d^{i_k}$, where $j_l = \mathbb{1}_{i_l = l} + \cdots + \mathbb{1}_{i_k = l}$.

Proof  We have $T_k = ^{(s)} e_l \otimes w^{\otimes k-1} + w \otimes e_l \otimes w^{\otimes k-2} + w \otimes 2 \otimes e_l \otimes w^{\otimes k-3} + \cdots + w \otimes k-1 \otimes e_l$. Without loss of generality, we can assume $j_l > 0$ and $i_1, \ldots, i_j = l$ (since for $j_l = 0$, the statement is true). The statement follows from $(s)$ since in the right-hand side only $j_l$ terms will be nonzero and the other terms will be equal to $w^{\otimes k-1}|_{i_2, \ldots, i_k} = w_1^{j_1} \times \cdots \times w_l^{i_l-1} \times \cdots \times w_d^{i_k}$. 


Lemma 15 For \( w \in S^{d-1}, l \in [d] \) and \( k \in \mathbb{N} \), we have \( \mathbb{E} \left[ \phi'((w, x) + b)x_l H_{e_k}(x) \right] = \tilde{\gamma}_{k+2}(b)w_l w^{\otimes k} + \tilde{\gamma}_k(b)k \text{ sym}(e_l \otimes w^{\otimes k-1}) \).

Proof We recall that \( H_{e_k}(x)|_{i_1 \cdots i_k} = H_{e_{i_1}}(x_1) \cdots H_{e_{i_k}}(x_d) \), where \( j_l = 1_{i_1=l} + \cdots + 1_{i_k=l} \). The for any fixed \((i_1, \ldots, i_k) \in [d]^k \),
\[
\mathbb{E} \left[ \phi'((w, x) + b)x_l H_{e_k}(x)|_{i_1 \cdots i_k} \right] = \mathbb{E} \left[ \phi'((w, x) + b)H_{e_{i_1}}(x_1) \cdots H_{e_{i_k}}(x_d) \right] \\
+ j_l \mathbb{E} \left[ \phi'((w, x) + b)H_{e_{i_1}}(x_1) \cdots H_{e_{i_{l-1}}}(x_l) \cdots H_{e_{i_k}}(x_d) \right] \\
= \tilde{\gamma}_{k+2}(b)w_{i_1} \cdots w_{i_l} + \tilde{\gamma}_k(b)k \text{ sym}(e_l \otimes w^{\otimes k-1})|_{i_1 \cdots i_k},
\]
where we use Lemma 14 in the last line.

Proof [Proof of Proposition 13] We fix \( l \in [d] \). Since \( \mathbb{E}[\phi(Z)^4] < \infty \), we have
\[
\mathbb{E}[\sigma^*(V^T x)\phi'((w, x) + b)x_l] = \sum_{k=0}^{\infty} \frac{1}{k!} \mathbb{E} \left[ \left\langle T_k, H_{e_k}(V^T x) \right\rangle \phi'((w, x) + b)x_l \right] \\
= \sum_{k=0}^{\infty} \frac{1}{k!} \left\langle \tilde{T}_k, \mathbb{E} \left[ H_{e_k}(x)\phi'((w, x) + b)x_l \right] \right\rangle,
\]
where \( \tilde{T}_k \) is defined in Corollary 11. For a fixed \( k \in \mathbb{N} \), we have
\[
\left\langle \tilde{T}_k, \mathbb{E} \left[ H_{e_k}(x)\phi'((w, x) + b)x_l \right] \right\rangle = \tilde{\gamma}_{k+2}(b)w_l \left\langle \tilde{T}_k, w^{\otimes k} \right\rangle + \tilde{\gamma}_k(b)k \text{ sym}(e_l \otimes w^{\otimes k-1}) \\
= \tilde{\gamma}_{k+2}(b)w_l T_k \left[ (V^T w)^{\otimes k} \right] + \tilde{\gamma}_k(b)k V_{l_{\text{sym}}}^T \nabla T_k \left[ (V^T w)^{\otimes k-1} \right],
\]
where (a) follows by Proposition 6 since \( \tilde{T}_k \) symmetric. (C.4) follows from (C.6) and (C.7). For (C.5), see (Ba et al., 2023, Lemma 15).

Corollary 16 Let \( \phi_{\pm}(t, ; b) := \frac{\phi(t+b)+\phi(-t+b)}{2} \). We have
\[
\mathbb{E}[\sigma^*(V^T x)\phi^+((w, x); b)x] = \sum_{k \geq 1} \frac{\gamma_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (V^T w)^{\otimes k} \right] + w \sum_{k \geq 0} \frac{\gamma_{k+2}(b)}{k!} T_k \left[ (V^T w)^{\otimes k} \right]
\]
\[
\mathbb{E}[\sigma^*(V^T x)\phi^-(w, x); b] = \sum_{k \geq 0} \frac{\gamma_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (V^T w)^{\otimes k} \right] + w \sum_{k \geq 1} \frac{\gamma_{k+2}(b)}{k!} T_k \left[ (V^T w)^{\otimes k} \right]
\]

Proof We observe that \( \phi_{+}((w, x) + b) = \sum_{k \geq 0} \frac{\gamma_k(b)}{k!} H_{e_k} \) and \( \phi_{-}((w, x) + b) = \sum_{k \geq 0} \frac{\gamma_k(b)}{k!} H_{e_k} \). By the argument in (C.6) and (C.7), the statement follows.
C.3. Bounding the Higher Order Terms in the Hermite Expansion

**Proposition 17** For \( N \in \mathbb{N} \cup \{-1, 0\}, w \in S^{d-1} \) and \( b \in \mathbb{R} \), let

\[
\zeta_N := \mathbb{E} [\sigma^*(V^T x) \phi'(\langle w, x \rangle + b) x]
\]

\[
- V \sum_{k=0}^{N} \frac{\tilde{\gamma}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (V^T w)^{\otimes k} \right] - w \sum_{k=0}^{N} \frac{\tilde{\gamma}_{k+2}(b)}{k!} T_k \left[ (V^T w)^{\otimes k} \right].
\]

We have

\[
\|\zeta_N\|_2 \leq (1 + \sqrt{N + 2}) C_{\sigma^*} \left\{ \begin{array}{ll}
\|V^T w\|_{2(N+1)} \left/ \|V^T w\|_2 \right. & \|V^T w\|_2 > 0 \text{ or } N \geq 0 \\
\|V^T w\|_2 & \text{otherwise}.
\end{array} \right.
\]

**Proof** [Proof of Proposition 17] By Proposition 13, we know that

\[
\zeta_N = V \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (V^T w)^{\otimes k} \right] + w \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+2}(b)}{k!} T_k \left[ (V^T w)^{\otimes k} \right].
\]

Therefore,

\[
\|\zeta_N\|_2^{(a)} = \left\| \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (V^T w)^{\otimes k} \right] \right\|_2 + \left\| \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+2}(b)}{k!} T_k \left[ (V^T w)^{\otimes k} \right] \right\|_2
\]

\[
\leq \left( \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+1}(b)}{k!} \|V^T w\|^{2k}_2 \right)^{\frac{1}{2}} \left( \sum_{k \geq N+1} \frac{1}{k!} \left\| \nabla T_{k+1} \left[ (V^T w)^{\otimes k} \right] \right\|_2 \right)^{\frac{1}{2}}
\]

\[
+ \left( \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+2}(b)}{k!} \|V^T w\|^{2k}_2 \right)^{\frac{1}{2}} \left( \sum_{k \geq N+1} \frac{1}{k!} \left\| T_k \left[ (V^T w)^{\otimes k} \right] \right\|_2 \right)^{\frac{1}{2}}
\]

\[
\leq \left( \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+1}(b)}{k!} \|V^T w\|^{2k}_2 \right)^{\frac{1}{2}} \mathbb{E} [\|\nabla \sigma^*(z)\|_2^{\frac{1}{2}}]^2 + \left( \sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+2}(b)}{k!} \|V^T w\|^{2k}_2 \right)^{\frac{1}{2}} \mathbb{E} [\sigma^*(z)^2_2]^{\frac{1}{2}}
\]

(C.9)

where we use that \( V \) is orthonormal and \( w \) is a unit vector in (a), the multi-linear property of tensors and Cauchy-Schwartz inequality for (b), and Parseval’s identity for (c). We observe that for \( \|V^T w\|_2 > 0 \) or \( N \geq 0 \)

\[
\sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+1}^2(b)}{k!} \|V^T w\|^{2k}_2 \leq \left( \sup_{k \geq N+1} \frac{\tilde{\gamma}_{k+1}^2(b)}{k!} \right) \sum_{k \geq N+1} \|V^T w\|^{2k}_2 \leq \frac{\|V^T w\|_2^{2(N+1)}}{1 - \|V^T w\|_2^2} \quad \text{(C.10)}
\]

and

\[
\sum_{k \geq N+1} \frac{\tilde{\gamma}_{k+2}^2(b)}{k!} \|V^T w\|^{2k}_2 \leq \left( \sup_{k \geq N+1} \frac{\tilde{\gamma}_{k+2}^2(b)}{(k+1)!} \right) \sum_{k \geq N+1} (k+1) \|V^T w\|^{2k}_2 \leq \frac{N+2}{1 - \|V^T w\|_2^2} \frac{\|V^T w\|_2^{2(N+1)}}{(1 - \|V^T w\|_2^2)^2} \quad \text{(C.11)}
\]
where we used \( \sum_{k \geq 0} \frac{\tilde{\gamma}_{k+1}(b)}{k!} = \mathbb{E}[\phi'(Z + b)] \leq 1 \) and the sum formula for \( \sum_{k \geq k^*} k z^{k+1} \). Since 
\[
\mathbb{E}[\sigma^*(z)^2] \leq \mathbb{E}[\|\nabla \sigma^*(z)\|^2]^{1/2} = C_{\sigma^*} \quad \text{and} \quad \|V^T w\|_2 \leq 1,
\]
we have \( \mathbb{E}[\phi' + (\langle w, x \rangle; b); x] \leq 1 \) and the sum formula for \( \sum_{k \geq k^*} k z^{k+1} \). Since 
\[
\mathbb{E}[\sigma^*(z)^2] \leq \mathbb{E}[\|\nabla \sigma^*(z)\|^2]^{1/2} = C_{\sigma^*} \quad \text{and} \quad \|V^T w\|_2 \leq 1,
\]
we have
\[
(C.9) \leq (1 + \sqrt{N + 2}) C_{\sigma^*} \frac{\|V^T w\|^{N+1}}{1 - \|V^T w\|^2}.
\]

For \( \|V^T w\|_2 > 0 \) or \( N \geq 0 \) do not hold, we observe that the right-hand-side of both \( (C.10) - (C.11) \) is 1. Therefore, by the argument in \( (C.12) \), the statement follows in this case too.

**Corollary 18** Let \( \phi_{\pm} \) be the functions introduced in Corollary 16. For \( N \in \mathbb{N} \cup \{-1, 0\}, \ w \in S^{d-1} \) and \( b \in \mathbb{R} \), let
\[
\zeta_N^\pm := \mathbb{E}\left[ \sigma^*(V^T x) \phi'_\pm(\langle w, x \rangle; b); x \right] - V \sum_{k=0 \atop k \neq 0 \text{ even}}^N \frac{\tilde{\gamma}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (V^T w)^\otimes k \right] - w \sum_{k=0 \atop k \neq 0 \text{ odd}}^N \frac{\tilde{\gamma}_{k+2}(b)}{k!} T_k \left[ (V^T w)^\otimes k \right],
\]
\[
\zeta_N^- := \mathbb{E}\left[ \sigma^*(V^T x) \phi'_- (\langle w, x \rangle; b); x \right] - V \sum_{k=0 \atop k \neq 0 \text{ even}}^N \frac{\tilde{\gamma}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (V^T w)^\otimes k \right] - w \sum_{k=0 \atop k \neq 0 \text{ odd}}^N \frac{\tilde{\gamma}_{k+2}(b)}{k!} T_k \left[ (V^T w)^\otimes k \right].
\]

We have
\[
\|\zeta_N^\pm\|_2 \leq (1 + \sqrt{N + 2}) C_{\sigma^*} \frac{\|V^T w\|^{N+1}}{1 - \|V^T w\|^2} \quad \|V^T w\|_2 > 0 \quad \text{or} \quad N \geq 0 \quad \text{otherwise}
\]

**Proof** The statement follows from \( \mathbb{E}[\phi'_\pm (Z + b)^2] \leq 1 \) and Proposition 17 (see \( (C.10) \) and \( (C.11) \)).

**C.4. Bounding \( \ell_q \) Norm of the Higher-Order Terms**

**Proposition 19** By using the notation of Proposition 17 and Corollary 18, for \( w \in S^{d-1}, N \in \mathbb{N} \cup \{-1, 0\} \) and \( q \in (0, 2) \), we have
\[
\|\zeta_N\|_q \leq 2^{(q-1)\psi_0} C_{\sigma^*} \left( \|V\|_{2,q}^q + (N + 2)^{\frac{q}{2}} \|w\|^q \right) \left\{ \left( \frac{\|V^T w\|^{N+1}}{1 - \|V^T w\|^2} \right)^q \quad \|V^T w\|_2 > 0 \quad \text{or} \quad N \geq 0 \quad \text{otherwise} \right. \]
Proof By Propositions 13 and 72, if $\|V^Tw\|_2 > 0$ or $N \geq 0$ hold, we have

$$
\frac{\|\zeta_N\|_q^{(a)}}{\|V\|_2^q} \leq 2^{(q-1)\nu_0} \left( \|V\|_2^q \left( \sum_{k \geq N+1} \frac{\xi_{k+1}(b)}{k!} \nabla T_{k+1}[(V^Tw)^{\otimes k}] \right)^{q} + \|w\|_q^{q} \sum_{k \geq N+1} \frac{\xi_{k+2}(b)}{k!} T_k [(V^Tw)^{\otimes k}] \right)
$$

\leq 2^{(q-1)\nu_0} \|V\|_2^q C_{\sigma^*} \left( \|V^Tw\|_2^{N+1} \right)^q + 2^{(q-1)\nu_0} \|w\|_q^{q} \left( \frac{\sqrt{N+2} \|V^Tw\|_2^{N+1}}{1-\|V^Tw\|_2^2} \right)^q
$$

$$
= 2^{(q-1)\nu_0} C_{\sigma^*} \left( \|V^Tw\|_2^{N+1} \right)^q \left( \|V\|_2^q + (N+2)^{\frac{q}{2}} \|w\|_q^{q} \right),
$$

where (a) follows $\|Vu\|_q^{(a)} \leq \|V\|_2^q \|u\|_2^q$ and (b) follows the steps in (C.8)-(C.11). For $\|\zeta_N\|_q^{(b)}$, the same argument applies. If neither $\|V^Tw\|_2 > 0$ nor $N \geq 0$ hold, since we can replace $\frac{\sqrt{N+2} \|V^Tw\|_2^{N+1}}{1-\|V^Tw\|_2^2}$ in (b) with 1, the statement follows in this case as well.

Appendix D. Concentration Bound for Empirical Gradients

In this part, we derive a concentration bound for the empirical gradient

$$
g(w, b) := \frac{1}{n} \sum_{i=1}^{n} (y_i - \langle \hat{\mu}_{(x, i)}^\theta, x_i \rangle) x_i \phi'(\langle w, x_i \rangle + b), \tag{D.1}
$$

where $\hat{\mu} = 0$ in the single index setting and $\hat{\mu} = \frac{1}{n} \sum_{j=1}^{n} y_j x_j$ in the multi index setting. In the following, to avoid repetitions, we will consider (D.1) with $\phi(t) \in \{t, \text{ReLU}(t)\}$ and particularly with $\hat{\mu} = \frac{1}{n} \sum_{j=1}^{n} y_j x_j$. Our proof will give us a bound for the $\hat{\mu} = 0$ case as well.

To handle dependencies between $\{(x_i, y_i)\}_{i=1}^{n}$ and $J$, we will consider the following process: For $\theta := (w, b) \in S_{d-1}^d \times \mathbb{R}$,

$$
T_{\theta} := g(\theta) - \mathbb{E}_{(x, y)} [\tilde{y} x^\phi(\langle w, x \rangle + b)]
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} \tilde{y}_i x_i \phi'(\langle w, x_i \rangle + b) - \mathbb{E}_{(x, y)} [\tilde{y} x^\phi(\langle w, x \rangle + b)],
$$

where $(x, y)$ is a generic data point that is independent of $\{(x_i, y_i)\}_{i=1}^{n}$ and

$$
\tilde{y}_i = y_i - \langle \hat{\mu}_{(x, i)}^\theta, x_i \rangle \text{ and } \tilde{y} = y - \langle \mathbb{E}[y|x]|_J, x \rangle. \tag{D.2}
$$

We particularly derive a concentration bound for

$$
\sup_{J \subseteq [d]} \sup_{w \in S_{d-1}^d} \|T_{\theta}|_J\|_2, \tag{D.3}
$$
where $M, M' \in [d]$, and the restriction sets in (D.2) and (D.3), i.e., $\mathcal{J}$, are the same. We observe that for a fixed $(w, b) \in S^{d-1}_M \times \mathbb{R}$, 

$$T_\theta = \left( \frac{1}{n} \sum_{i=1}^{n} y_i x_i \phi'(\langle w, x_i \rangle + b) - \mathbb{E} \left[ y x \phi'(\langle w, x \rangle + b) \right] \right)$$

$$- \left( \frac{1}{n} \sum_{i=1}^{n} (\mathbb{E}[y|x]_{\mathcal{J}, x_i} x_i \phi'(\langle w, x_i \rangle + b) - \mathbb{E}_{(x,y)} [\mathbb{E}[y|x]_{\mathcal{J}, x} x \phi'(\langle w, x \rangle + b)]) \right)$$

$$- \left( \frac{1}{n} \sum_{i=1}^{n} (\langle \hat{\mu} - \mathbb{E}[y|x] \rangle_{\mathcal{J}, x_i} x_i \phi'(\langle w, x_i \rangle + b) - \mathbb{E} [\langle \hat{\mu} - \mathbb{E}[y|x] \rangle_{\mathcal{J}, x} x \phi'(\langle w, x \rangle + b)] \right)$$

$$- \mathbb{E} \left[ \phi'(\langle w, x \rangle + b) x x^\top \right] (\mu - \mathbb{E}[y|x]_{\mathcal{J}}).$$

Let 

$$Y_\theta := \frac{1}{n} \sum_{i=1}^{n} y_i x_i \phi'(\langle w, x_i \rangle + b) - \mathbb{E}_{(x,y)} [y x \phi'(\langle w, x \rangle + b)],$$

$$\Sigma_\theta := \frac{1}{n} \sum_{i=1}^{n} \phi'(\langle w, x_i \rangle + b) x_i x_i^\top - \mathbb{E}_{x} \left[ \phi'(\langle w, x \rangle + b) x x^\top \right].$$

Then, we can write 

$$T_{\theta|\mathcal{J}} = Y_{\theta|\mathcal{J}} - \Sigma_{\theta|\mathcal{J}} \mathbb{E}[y|x]_{\mathcal{J}} - \left( \Sigma_{\theta|\mathcal{J} \times \mathcal{J}} + \mathbb{E} \left[ \phi'(\langle w, x \rangle + b) x x^\top \right] \right) (\hat{\mu} - \mathbb{E}[y|x])_{\mathcal{J}}. \quad \text{(D.4)}$$

In the following, we derive concentration bounds for $Y_\theta$ and $\Sigma_\theta$, which will lead us a bound for (D.4). Our proof technique relies on the use of Radamacher averages with an extension of the symmetrization lemma for the moment-generating function, which is presented as follows:

**Lemma 20** Let $X_1, \ldots, X_n \in \mathbb{R}^d$ be independent random vectors and let $\{\varepsilon_i\}_{i \in [n]}$ be iid Radamacher random variables, independent of $\{X_i\}_{i \in [n]}$. For $\ell : \mathbb{R}^d \times S^{d-1}_M \times \mathbb{R}, \lambda > 0$ and $h(t) \in \{t, \exp(t)\}$, we have 

$$\mathbb{E} \left[ h \left( \sup_{(w, b) \in \mathbb{R}^d} \frac{\lambda}{n} \sum_{i=1}^{n} \ell(X_i, (w, b)) - \mathbb{E}[\ell(X, (w, b))] \right) \right] \leq \mathbb{E} \left[ h \left( \frac{2\lambda}{n} \sum_{i=1}^{n} \varepsilon_i \ell(X_i, (w, b)) \right) \right].$$

**Proof** Let $Z := \sup_{w, b} \frac{1}{n} \sum_{i=1}^{n} \ell(X_i, (w, b)) - \mathbb{E}[\ell(X, (w, b))]$. By using Jensen’s inequality, one can show that for any convex and nondecreasing function $h$,

$$\mathbb{E}[h(Z)] \leq \mathbb{E} \left[ h \left( \frac{2}{n} \sum_{i=1}^{n} \varepsilon_i \ell(X_i, (w, b)) \right) \right].$$

Since $t \rightarrow h(\lambda t)$, where $h(t) \in \{t, \exp(t)\}$ and $\lambda > 0$, is convex and nondecreasing, the statement follows.
D.1. VC Dimension of \( \{ \cdot \mapsto \phi'((w, \cdot) + b); (w, b) \in S_{M}^{d-1} \times \mathbb{R} \} \)

Let \( \mathcal{F}_M := \{ \cdot \mapsto \phi'((w, \cdot) + b) \mid (w, b) \in S_{M}^{d-1} \times \mathbb{R} \} \). We want to bound the VC dimension of \( \mathcal{F}_M \).

**Proposition 21** Let \( VC(\mathcal{F}_M) = d^* \). We have \( M \leq d^* \leq 6M \log(\frac{ed}{M}) \).

**Proof** Let \( \mathcal{F}^{(d)} := \{ \cdot \mapsto \phi'((w, \cdot) + b) \mid (w, b) \in S_{M}^{d-1} \times \mathbb{R} \} \) and \( s(\mathcal{F}^{(d)}, n) \) be the shattering coefficient of \( \mathcal{F}^{(d)} \). Since \( VC(\mathcal{F}^{(d)}) = d + 1 \), we have \( M + 1 \leq d^* \leq d + 1 \).

To improve the upper bound, we observe that \( S_{M}^{d-1} \) has \( \binom{d}{M} \) different possible support, hence, we have \( s(\mathcal{F}_M, n) \leq \binom{d}{M} S(\mathcal{F}(M), n) \). Then, by definition of VC dimension,

\[
s(\mathcal{F}_M, d^*) = 2^{d^*} \leq \left( \frac{d}{M} \right) s(\mathcal{F}(M), d^*) \leq \left( \frac{d}{M} \right)^{b} s(\mathcal{F}(M), d + 1) \leq \left( \frac{d}{M} \right) \left( \frac{e(d + 1)}{(M + 1)} \right)^{(M+1)} \leq \left( \frac{ed}{M} \right)^{2M+1}
\]

where we use \( d^* \leq d + 1 \) in (a), Sauer’s lemma in (b), and \( \binom{d}{M} \leq \binom{ed}{M} \) and \( (d + 1)/(M + 1) \leq d/M \) in (c). By observing that \( e^{d^*/2} \leq 2^{d^*} \) and \( 4M^2 + 2 \leq 6M \), we obtain the upper bound as well. \( \square \)

**Corollary 22** Let \( n \geq d^* \). For any \( x_1, \ldots, x_n \in \mathbb{R}^d \), there exists \( Q^x \subset S_{M}^{d-1} \times \mathbb{R} \) and \( \pi : S_{M}^{d-1} \times \mathbb{R} \to Q^x \) with \( \left| Q^x \right| \leq \left( \frac{M}{d} \right)^{d^*} \) such that for any \( (w, b) \in S_{M}^{d-1} \times \mathbb{R} \), \( \phi'((w, x_i) + b) = \phi'((\pi((w, b)), (x_i, 1))) \) for \( i = 1, \ldots, n \).

**Proof** By Sauer’s lemma, the image of \( \Phi((w, b)) := (\phi'((w, x_1) + b), \ldots, \phi'((w, x_n) + b)) \), \( (w, b) \in S_{M}^{d-1} \times \mathbb{R} \), has at most \( (en/d^*)^{d^*} \) elements. We can define \( Q_x \) by mapping each \( (w, b) \in S_{M}^{d-1} \times \mathbb{R} \) to a fixed \( (w', b') \) such that \( \Phi((w, b)) = \Phi((w', b')) \). \( \square \)

D.2. Concentration for \( Y_\theta \)

In this section, we derive a concentration bound for

\[
\sup_{\mathcal{J} \subseteq [d]} \sup_{\|w\| \leq \|\mathcal{J}\|} \mathbb{E}_{b \in \mathbb{R}} \left\| Y_{\theta, \mathcal{J}} \right\|_2,
\]

We will prove our bound in two steps. First, we will prove a bound for the truncated version \( Y_\theta \). In its following, we will extend that result by bounding the bias introduced by truncation.

**Concentration of the truncated process**: For some \( R > 0 \) and \( v \in S_{M}^{d-1} \) and \( \theta = (w, b) \in S_{M}^{d-1} \times \mathbb{R} \), we let

\[
\tilde{Y}_{\theta, v} := \frac{1}{n} \sum_{i=1}^{n} y_i 1_{|y_i| \leq R} \langle v, x_i \rangle \phi'((w, x_i) + b) - \mathbb{E} \left[ y 1_{|y| \leq R} \langle v, x \rangle \phi'((w, x) + b) \right].
\]
Lemma 23  For $\phi(t) \in \{t, ReLU(t)\}$, $n \geq d^*$ and $t \geq 0$, we have

$$
P \left[ \sup_{\theta \in S_{d^*}^{d-1} \times \mathbb{R}} \tilde{Y}_{\theta,v} \geq 8R \max\{t, t^2\} \right] \leq \left( \frac{en}{d^*} \right)^{d^*} \exp \left( -nt^2 \right).$$

Proof  In the following, we will use that $|\phi'| \leq 1$ and $VC(\mathcal{F}_M) \leq d^*$, where $d^*$ is defined in Proposition 21. We note that both hold for $\phi(t) \in \{t, ReLU(t)\}$. Let

$$\ell((x, \epsilon), (w, b)) := yI_{|y| \leq R} \langle v, x \rangle \phi'(\langle w, x \rangle + b)$$

and $\tilde{Z} := \sup_{\theta \in S_{d^*}^{d-1} \times \mathbb{R}} \tilde{Y}_{\theta,v}$.

By Lemma 20, for $\lambda > 0$, we have that

$$\mathbb{E} \left[ \exp \left( \lambda \tilde{Z} \right) \right] \leq \mathbb{E} \left[ \sup_{(w, b) \in Q_x} \exp \left( \frac{2\lambda}{n} \sum_{i=1}^{n} \epsilon_i \ell((x_i, \epsilon_i), (w, b)) \right) \right].$$

Let’s focus on the empirical complexity. We have

$$\mathbb{E} \left[ \sup_{(w, b) \in Q_x} \exp \left( \frac{2\lambda}{n} \sum_{i=1}^{n} \epsilon_i \ell((x_i, \epsilon_i), (w, b)) \right) \right]$$

\[= (a) \mathbb{E} \left[ \sup_{(w, b) \in Q_x} \exp \left( \frac{2\lambda}{n} \sum_{i=1}^{n} \epsilon_i \ell((x_i, \epsilon_i), (w, b)) \right) \right] \leq \sum_{(w, b) \in Q_x} \mathbb{E} \left[ \exp \left( \frac{2\lambda}{n} \sum_{i=1}^{n} \epsilon_i \ell((x_i, \epsilon_i), (w, b)) \right) \right] \leq (b) \sum_{(w, b) \in Q_x} \prod_{i=1}^{n} \mathbb{E} \left[ \exp \left( \frac{2\lambda}{n} \epsilon_i \ell((x_i, \epsilon_i), (w, b)) \right) \right] \tag{D.5}\]

where (a) follows from Corollary 22 and (b) follows from the independence of $\epsilon_i$. By using the moment generating function for Radamacher random variables, Lemma 73 and Corollary 22, we have for $\lambda \in \left[ 0, \frac{n}{4\lambda} \right]$,

$$(D.5) \leq \sum_{(w, b) \in Q_x} \prod_{i=1}^{n} \exp \left( \frac{4\lambda^2}{n^2} \ell((x_i, \epsilon_i), (w, b))^2 \right) \leq \sum_{(w, b) \in Q_x} \prod_{i=1}^{n} \exp \left( \frac{8\lambda^2 R^2}{n^2} \right) \leq \left( \frac{en}{d^*} \right)^{d^*} \exp \left( \frac{8\lambda^2 R^2}{n} \right).$$

By Chernoff bound, the statement follows.
Concentration of \( Y_\theta \)

**Lemma 24** Let \( \phi(t) \in \{t, ReLU(t)\}, d \geq 4M \) and \( M' \leq 2M \), and

\[
   n \geq 24M \log^2 \left( \frac{24dn}{M} \right) \quad \text{and} \quad M \geq \log(2/\delta).
\]

We have for \( \delta \in (0, 1] \),

\[
   \mathbb{P} \left[ \sup_{\mathcal{J} \subseteq [d]} \sup_{\mathcal{W} \in S_{d-1}'} \|\mathcal{Y}_\theta|_{\mathcal{J}}\|_2 \geq K \log^{C_2} (6n/\delta) \left( \frac{M \log^2 \left( \frac{24dn}{M} \right)}{n} \right) \right] \leq \delta,
\]

where \( K \) is a constant depending on \((C_1, C_2, r, \Delta)\).

**Proof** Let \( \tilde{Y}_\theta := \frac{1}{n} \sum_{i=1}^{n} y_i \mathbb{1}_{|y_i| \leq R(x_i \phi(\langle w, x_i \rangle + b))} - \mathbb{E} \left[ y_i \mathbb{1}_{|y_i| \leq R(x_i \phi(\langle w, x_i \rangle + b))} \right] \), where \( R = C_1(r + 2)^{C_2 \log(6n/\delta)} + \sqrt{\frac{2}{\epsilon}(e \log(6n/\delta))^{1/2}} \). We observe that

\[
   \mathbb{P} \left[ \sup_{\mathcal{J} \subseteq [d]} \sup_{\mathcal{W} \in S_{d-1}'} \|\mathcal{Y}_\theta|_{\mathcal{J}}\|_2 \leq \mathbb{P} \left\{ \text{\textcolor{red}{S}_1} \right\} + \mathbb{P} \left\{ \text{\textcolor{red}{S}_2} \right\} + \mathbb{P} \left\{ \text{\textcolor{red}{S}_3} \right\},
\]

For \( K = \left( C_1^4(4C_2)^{4C_2}(r + 2)^{4C_2} + 2\Delta^2 \right)^{1/4} \), we have

\[
   \mathbb{P} \left[ \sup_{\mathcal{J} \subseteq [d]} \sup_{\mathcal{W} \in S_{d-1}'} \|\mathcal{Y}_\theta|_{\mathcal{J}}\|_2 \geq 16R \max\{t, t^2\} + 4K \sqrt{\frac{\epsilon}{6n}} \right] \leq \mathbb{P} \left[ \text{\textcolor{red}{S}_1} \geq 16R \max\{t, t^2\} \right] + \mathbb{P} \left[ \text{\textcolor{red}{S}_2} \geq \left( 4 - \frac{1}{6\gamma} \right) K \sqrt{\frac{\epsilon}{6n}} \right] + \frac{\delta}{2}
\]

where (a) follows from Proposition 68 (since \( 4 > 6\gamma^3 \)), and (b) from Proposition 67.

Next, we need to establish a high probability bound via covering argument. Let \( \mathcal{N}_{M'}^{1/2} \) be the minimal \( 1/2 \)-cover of \( S_{M'}^{d-1} \). We have

\[
   S_1 = \sup_{w \in S_{M'}^{d-1}} \sup_{b \in \mathbb{R}} \left\langle v, Y_\theta \right\rangle \leq 2 \sup_{w \in S_{M'}^{d-1}} \sup_{v \in \mathcal{N}_{M'}^{1/2}} \left\langle v, Y_\theta \right\rangle,
\]

(D.6)
where \( \tilde{Y}_{\theta,v} \) is introduced in Lemma 23. Therefore, by (D.6), we have
\[
P \left[ S_1 \geq 16R \max \{ t, t^2 \} \right] \leq \sum_{v \in N_{d/2}^{1/2}} P \left[ \sup_{w \in S_{d/4}^{-1}} \sup_{b \in \mathbb{R}} \tilde{Y}_{\theta,v} \geq 8R \max \{ t, t^2 \} \right] \leq \left( \frac{d}{M'} \right)^{5M'} \left( \frac{en}{d^*} \right)^{d^*} e^{-nt^2}
\]
where (a) follows from Corollary 71. Therefore, we have
\[
P \left[ \sup_{\mathcal{J} \subseteq [d]} \sup_{|\mathcal{J}| = M'} \| Y_{\theta,\mathcal{J}} \|_2 \geq 16R \max \{ t, t^2 \} + 4K \sqrt{\frac{\delta}{6n}} \right] \leq \frac{\delta}{2} + \left( \frac{d}{M'} \right)^{5M'} \left( \frac{en}{d^*} \right)^{d^*} e^{-nt^2}. \tag{D.7}
\]

We note that
\[
R \leq (C_1(r + 2)^C_2 c^{C_2} + \sqrt{\Delta c}) \log C_2 (6n/\delta).
\]
Moreover, for \( d \geq 4M \) and \( M' \leq 2M \), we have
\[
\left( \frac{d}{M'} \right)^{5M'} \left( \frac{en}{d^*} \right)^{d^*} \leq \left( \frac{d}{2M} \right)^{5M} \left( \frac{en}{M} \right)^{6M \log \left( \frac{\delta d}{4M} \right)} \leq \left( \frac{5e^2 nd}{2M} \right)^{6M \log \left( \frac{\delta d}{4M} \right)} \leq \left( \frac{5e^2 nd}{2M} \right)^{6M \log \left( \frac{\delta d}{4M} \right)}.
\]
where (a) follows from \( \left( \frac{d}{M} \right)^{M} \leq \left( \frac{ed}{M} \right)^{M} \). Therefore,
\[
\log \left[ \left( \frac{d}{M'} \right)^{5M'} \left( \frac{en}{d^*} \right)^{d^*} \right] \leq 6M \log \left( \frac{ed}{M} \right) \log \left( \frac{5e^2 nd}{2M} \right) \leq 6M \log^2 \left( \frac{24nd}{M} \right). \tag{D.8}
\]

By using (D.8) and (D.7) with \( t = \sqrt{\frac{6M \log^2 \left( \frac{24nd}{M} \right)}{n}} + \sqrt{\frac{\log(2/\delta)}{n}} \in [0, 1] \) and \( u = e \log(6n/\delta) \), we obtain the statement.

**D.3. Concentration for \( \Sigma_\theta \)**

In this part, we are interested in deriving a concentration bound for
\[
\sup_{\mathcal{J} \subseteq [d]} \sup_{|\mathcal{J}| = M'} \| \Sigma_\theta \|_{\mathcal{J} \times \mathcal{J}}.
\]
For a fixed \((w, b) \in S_{d/4}^{-1} \times \mathbb{R}\), by using the Rayleigh quotient formula, we can write that
\[
\sup_{\mathcal{J} \subseteq [d]} \| \Sigma_\theta \|_{\mathcal{J} \times \mathcal{J}} = \sup_{\mathcal{J} \subseteq [d]} \sup_{|\mathcal{J}| = M'} \| \langle v, \Sigma_\theta v \rangle \| = \sup_{v \in S_{d/4}^{-1}} |\langle v, \Sigma_\theta v \rangle|.
\]

Let \( \mathcal{N}_{M'}^{1/4} \) be the minimal 1/4-cover of \( S_{M'}^{-1} \). It is easy to check that for \( v \in \mathcal{N}_{M'}^{1/4} \), we have
\[
\sup_{v \in S_{d/4}^{-1}} |\langle v, \Sigma_\theta v \rangle| \leq 2 \sup_{v \in \mathcal{N}_{M'}^{1/4}} |\langle v, \Sigma_\theta v \rangle|.
\]
Therefore, we have

$$\sup_{\mathcal{J} \subseteq [d]} \sup_{\mathcal{J} \subseteq \mathcal{J}'} \|\Sigma_\theta\|_{\mathcal{J} \times \mathcal{J}'} \leq \sup_{w \in \mathcal{N}^{1/4}} \sup_{b \in \mathbb{R}} 2 \sup_{v \in \mathcal{N}^{1/4}} |\langle v, \Sigma_\theta v \rangle|.$$  \hspace{1cm} (D.9)

Since we already have a bound for the size of $\mathcal{N}^{1/4}$, we first derive a concentration bound for $\sup_{w,b}|\langle v, \Sigma_\theta v \rangle|$ for a fixed $v \in S_{M'}^d$.

**Concentration for $\sup_{w,b}|\langle v, \Sigma_\theta v \rangle|$**

**Lemma 25** For $\phi(t) \in \{t, \text{ReLU}(t)\}$, $M, \in [d]$, and for a fixed $v \in S_{M'}^d$ and $n \geq d^*$, we have that for $t \geq 0$,

$$\mathbb{P} \left[ \sup_{w \in S_{M'}^d} |\langle v, \Sigma_\theta v \rangle| \geq 8\sqrt{2} \max\{t, t^2\} \right] \leq \left( \frac{en}{d^*} \right)^{d^*} \exp\left( -nt^2 \right).$$

**Proof** We observe that

$$\langle v, \Sigma_\theta v \rangle = \frac{1}{n} \sum_{i=1}^n \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 - \mathbb{E} \left[ \phi'(\langle w, x \rangle + b) \langle v, x \rangle^2 \right].$$

For

$$Z := \sup_{w \in S_{M'}^d} \frac{1}{n} \sum_{i=1}^n \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 - \mathbb{E} \left[ \phi'(\langle w, x \rangle + b) \langle v, x \rangle^2 \right]$$

by using Lemma 20, we can write that for $\lambda \geq 0$,

$$\mathbb{E} [\exp(\lambda Z)] \leq \mathbb{E} \left[ \sup_{w \in S_{M'}^d} \exp \left( \frac{2\lambda}{n} \sum_{i=1}^n \varepsilon_i \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 \right) \right].$$

Let’s look at the empirical complexity. We have

$$\mathbb{E}_e \left[ \sup_{w \in S_{M'}^d} \exp \left( \frac{2\lambda}{n} \sum_{i=1}^n \varepsilon_i \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 \right) \right]$$

\[= \mathbb{E}_e \left[ \sup_{(w,b) \in Q_e} \exp \left( \frac{2\lambda}{n} \sum_{i=1}^n \varepsilon_i \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 \right) \right] \]

\[\leq \sum_{(w,b) \in Q_e} \mathbb{E}_e \left[ \exp \left( \frac{2\lambda}{n} \sum_{i=1}^n \varepsilon_i \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 \right) \right] \]

\[= \sum_{(w,b) \in Q_e} \prod_{i=1}^n \mathbb{E}_e \left[ \exp \left( \frac{2\lambda}{n} \varepsilon_i \phi'(\langle w, x \rangle + b) \langle v, x_i \rangle^2 \right) \right], \hspace{1cm} \text{(D.10)}\]
where (a) follows from Corollary 22 and (b) follows by independence. Let \( \cosh(t) := \frac{e^t + e^{-t}}{2} \). We observe that for a fixed \( i \in [n] \),

\[
E_{\varepsilon}\left[ \exp\left( \frac{2\lambda}{n} \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 \right) \right] = \cosh\left( \frac{2\lambda}{n} \phi'(\langle w, x_i \rangle + b) \langle v, x_i \rangle^2 \right) \\
\leq \cosh\left( \frac{2\lambda}{n} \langle v, x_i \rangle^2 \right)
\]

(D.11)

where we use \( |\phi'| \leq 1 \) and that \( \cosh \) is increasing on \( t \geq 0 \). Therefore by (D.10) and (D.11), for \( \lambda \in [0, n/4\sqrt{2}] \)

\[
E[\exp(\lambda Z)] \leq \sum_{(w,b) \in Q_x} \prod_{i=1}^n E\left[ \cosh\left( \frac{2\lambda}{n} \langle v, x_i \rangle^2 \right) \right] \leq \left( \frac{en}{d^2} \right)^{d^*} \exp \left( \frac{16\lambda^2}{n} \right),
\]

where we used Lemma 73 and Corollary 22. By Chernoff’s bound, the statement follows.

Concentration for \( \Sigma_\theta \)

The next statement provides a concentration bound for (D.9).

**Lemma 26** For \( \phi(t) \in \{t, \text{ReLU}(t)\} \), \( M, M' \in [d] \), and for \( d \geq 4M \) and \( M' \leq 2M \),

\[
n \geq 24M \log^2 \left( \frac{35dn}{M} \right) \quad \text{and} \quad M \geq \log(2/\delta),
\]

we have for \( \delta \in (0, 1] \),

\[
\mathbb{P}\left[ \sup_{J \subseteq [d]} \sup_{\theta} \| \Sigma_\theta |_{J \times J} \|_2 \geq K \sqrt{\frac{M \log^2 \left( \frac{35dn}{M} \right)}{n}} \right] \leq \delta,
\]

where \( K \) is a universal positive constant.

**Proof** By using (D.9) and Lemma 25, we can write that for \( n \geq d^* \)

\[
\mathbb{P}\left[ \sup_{J \subseteq [d]} \sup_{\theta} \| \Sigma_\theta |_{J \times J} \|_2 \geq 16\sqrt{2} \max\{t, t^2\} \right] \leq \sum_{w \in \mathcal{A}_{M', 1/4}^{d-1}} \mathbb{P}\left[ \sup_{b \in \mathbb{R}} |\langle v, \Sigma_\theta v \rangle| \geq 8\sqrt{2} \max\{t, t^2\} \right] \\
\leq \left( \frac{d}{M'} \right)^{g_{M'}^{d^*}} \left( \frac{en}{d^*} \right)^{d^*} \exp \left( -nt^2 \right). \quad (D.12)
\]

where (a) follows from Corollary 71. We note that \( n \geq 24M \log^2 \left( \frac{35dn}{M} \right) \geq 6M \log \left( \frac{8d}{M} \right) \geq d^* \) by Proposition 21. Moreover, for \( d \geq 4M \) and \( M' \leq 2M \), we have

\[
\left( \frac{d}{M'} \right)^{g_{M'}^{d^*}} \left( \frac{en}{d^*} \right)^{d^*} \leq \left( \frac{d}{2M} \right)^{2M M^* (\frac{M}{M^*})} \leq \left( \frac{9ed}{2M} \right)^{2M (\frac{M}{M})} \leq \left( \frac{9ed}{2M} \right)^{2M (\frac{M}{M})} \leq \left( \frac{9ed}{2M} \right)^{2M (\frac{M}{M})}
\]

35
where the second inequality follows from \((d/M)^4 \leq (ed/M)^M\). Therefore,

\[
\log \left[ \left( \frac{d}{M} \right)^{d} \left( M \right)^{d} \left( 6n \right)^{d} \right] \leq 6M \log \left( \frac{ed}{M} \right) \log \left( \frac{9e^{2n}d}{2M} \right) \leq 6M \log^{2} \left( \frac{35nd}{M} \right). \tag{D.13}
\]

By using (D.13) and (D.12) with \(t = \sqrt{\frac{6M \log^{2}(35nd/M)}{n}} + \sqrt{\frac{\log(2/\delta)}{n}} \in [0, 1]\), we obtain the statement.

\[\blacksquare\]

**D.4. Concentration for \(T_{g}\)**

By (D.4) and \(\|\mathbb{E}[\phi'(\langle w, x \rangle + b)x]x^{T}\|_{2} \leq 1\), we have

\[
\|T_{b} |_{\mathcal{J}}\|_{2} \leq \|Y_{\theta} |_{\mathcal{J}}\|_{2} + \|\Sigma_{\theta |_{\mathcal{J}, \mathcal{J}}}\|_{2}\|y x\|_{2} + (\|\Sigma_{\theta |_{\mathcal{J}, \mathcal{J}}}\|_{2} + 1) \|\mu - \mathbb{E}[yx]\|_{\mathcal{J}}\|_{2}.
\]

We have the following statement.

**Lemma 27** For \(\phi(t) \in \{t, \text{ReLU}(t)\}\), \(M, M' \in [d]\), for \(d \geq 4M, M' \leq 2M\)

\[n \geq 24M \log^{2} \left( \frac{35dn}{M} \right) \text{ and } M \geq \log(6/\delta),\]

we have that for \(\delta \in (0, 1]\)

\[
\mathbb{P} \left[ \sup_{\mathcal{J} \subseteq [d]} \sup_{\|w\|_{S_{d}^{M'}} b \in \mathbb{R}} \|T_{b} |_{\mathcal{J}}\|_{2} \geq K \log^{2} \left( 18n/\delta \right) \sqrt{M \log^{2} \left( \frac{35dn}{M} \right)} \right] \leq \delta,
\]

where \(K\) is a positive constant depending on \((C_{1}, C_{2}, r, \Delta)\).

**Proof** We note that Lemma 24 applies to \(\phi(t) \in \{t, \text{ReLU}(t)\}\). Therefore, by Lemma 24 for \(\phi(t) = |t|\), and \(\phi(t) = \text{ReLU}(t)\), and Lemma 26, we have the statement.

\[\blacksquare\]

**D.5. Concentration Bound for the Empirical Gradient in the Single-Index Setting**

In this part, since \(r = 1\), for clarity, we use the following notation: \(\sigma^{*} = \sum_{k \geq k^{*}} \frac{\lambda_{k}}{k^{2}} H_{e_{k}}\) and \(y = \sigma^{*}(\langle v, x \rangle) + \sqrt{\Delta \epsilon}\).

**Proposition 28** We consider (D.1) with \(\tilde{\mu} = 0\) and \(\phi(t) \in \{t, \text{ReLU}(t)\}\). Let \(j \in [2m]\) be a fixed index and \(\mathcal{J}\) be any function of \((\langle x_{i}, y_{i} \rangle)_{i=1}^{n}\) such that \(|\mathcal{J}| \leq M\) almost surely. For \(d \geq 4M\),

\[n \geq 24M \log^{2} \left( \frac{24dn}{M} \right) \text{ and } M \geq 24(1 + \log(4/\delta)),\]

the intersection of the following events holds with at least probability \(1 - \delta\),

\[
\left\| g \left( \mathbf{W}_{j^{*}}^{(0)}, b \right) \mid_{\mathcal{J}} - \frac{\frac{\lambda_{k^{*}}^{2} x_{j^{*}}(b)}{(k^{*}-1)^{2}} \langle v, \mathbf{W}_{j^{*}}^{(0)} \rangle}{k^{*}-1} \mid_{\mathcal{J}} \right\|_{2} \leq K \left( \sqrt{\frac{M \log^{2} \left( 24dn \right)}{n}} + \frac{\log^{2}(2/\delta)}{M^{2}} + \frac{1 + \log(4/\delta)}{M^{2}} \right)^{\frac{1}{2}}\]

\[36\]
where $K > 0$ is a constant depending on $(C_1, C_2, k^*, \Delta, C_{\sigma^*})$.

\textbf{Proof} We first observe that by Proposition 13,

$$
\mathbb{E}_{(x,y)} \left[ y x \phi' \left( \left\langle W_{js}^{(0)}, x \right\rangle + b \right) \right]_{\mathcal{J}}
= v_{\mathcal{J}} \sum_{k \geq k^*-1} \frac{\gamma_{k+1} \gamma_{k+1}(b)}{k!} \left\langle v, W_{js}^{(0)} \right\rangle^k + W_{js}^{(0)} \sum_{k \geq k^*} \frac{\gamma_{k+1}(b)}{k!} \left\langle v, W_{js}^{(0)} \right\rangle^k.
$$

Therefore, we have

$$
\left\| g \left( W_{js}^{(0)}, b \right) \right\|_{\mathcal{J}}^2 - \frac{\gamma_{k^*} \gamma_{k^*}(b)}{(k^*-1)!} \left\langle v, W_{js}^{(0)} \right\rangle^{k^*-1} v_{\mathcal{J}}^2
\leq \left\| g \left( W_{js}^{(0)}, b \right) \right\|_{\mathcal{J}}^2 - \mathbb{E}_{(x,y)} \left[ y x \phi' \left( \left\langle W_{js}^{(0)}, x \right\rangle + b \right) \right]_{\mathcal{J}}^2 + \left\| \zeta_{k^*-1} \right\|_2
\leq \sup_{\mathcal{J} \subseteq [d]} \sup_{\mathcal{J} \subseteq [d]} \left\| \mathbf{Y} \right\|_{\mathcal{J}}^2 + (1 + \sqrt{k^* + 1}) C_{\sigma^*} \left\langle v, W_{js}^{(0)} \right\rangle_{\mathcal{J}}^2
\frac{\left\langle v, W_{js}^{(0)} \right\rangle^k}{1 - \left\langle v, W_{js}^{(0)} \right\rangle^2}
$$

where $\zeta_{k^*-1}$ is the higher order terms in the Hermite expansion defined in Proposition 17 and we use Proposition 17 in the third line line.

To bound the second term, we recall that $W_{js}^{(0)} = W_{js}^{(0)} / \left\| W_{js} \right\|_{\mathcal{J}}^2$ where $W_{js} \sim \mathcal{N}(0, I_d)$ and it is independent of $(x_i, y_i)_{i=1}^n$. Since $\mathcal{J}$ is independent of $W_{js}$, without loss of generality, we can fix a $\mathcal{J}$ with $|\mathcal{J}| = M$. By using Corollaries 57 and 58, the intersection of (i) $\sum_{i \in \mathcal{J}} W_{ij}^2 \geq M \frac{M}{2}$, (ii) $\left\langle v, W_{js} \right\rangle^2 \leq 3(1 + \log(4/\delta))$ holds with probability at least $1 - \delta/2$. Within that event, for $M \geq 24(1 + \log(4/\delta))$, we have

$$
(1 + \sqrt{k^* + 1}) C_{\sigma^*} \left\langle v, W_{js}^{(0)} \right\rangle^k \leq 6 \frac{k^{k^*+1}}{(k^*-1)!} C_{\sigma^*} (1 + \sqrt{k^* + 1}) \left( \frac{1 + \log(4/\delta)}{M} \right)^{1/2}
$$

Then, by Lemma 24, the first item in the statement follows. For the second item, by using the event used for (D.14), we have

$$
\left\| g \left( W_{js}^{(0)}, b \right) \right\|_{\mathcal{J}}^2 \leq \left\| g \left( W_{js}^{(0)}, b \right) \right\|_{\mathcal{J}}^2 - \frac{\gamma_{k^*} \gamma_{k^*}(b)}{(k^*-1)!} \left\langle v, W_{js}^{(0)} \right\rangle^{k^*-1} v_{\mathcal{J}}^2
\leq \left\| g \left( W_{js}^{(0)}, b \right) \right\|_{\mathcal{J}}^2 + \left\| \frac{\gamma_{k^*} \gamma_{k^*}(b)}{6(1 + \log(4/\delta))} \right\|_{\mathcal{J}}^2.
$$

By using the first item in the statement, the second item also follows. \hfill \blacksquare
D.6. Concentration Bound for the Empirical Gradient in the Multi-Index Setting

We first derive the Hermite expansion of \( \mathbb{E}_{(x,y)} \{ y x \phi'(\langle w, x \rangle + b) \} \) (see (D.2) for its definition).

**Lemma 29** We recall that \( \phi(\cdot + b) := \sum_{k \geq 0} \frac{\bar{g}(b)}{k!} H_k e_k \) and \( \sigma^* := \sum_{k \geq 0} \frac{1}{k!} \langle T_k, H e_k \rangle \). For any \( J \subseteq [d] \) and any \( w \in S^{d-1} \) supported on \( J \), we have

\[
\mathbb{E}_{(x,y)} \{ y x \phi'(\langle w, x \rangle + b) \}_{\mathcal{J}} = \bar{g}_2(b) H_{\mathcal{J} \times J} w + \mathbb{V}_{\mathcal{J}} \sum_{k \geq 2} \frac{\bar{g}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (v^T w)^{\otimes k} \right] + w \sum_{k \geq 2} \frac{\bar{g}_{k+2}(b)}{k!} T_k \left[ (v^T w)^{\otimes k} \right],
\]

where \( H \) is defined in (DEF-H).

**Proof** We first observe that \( \mathbb{E}[y x] = \mathbb{E}[\sigma^*(v^T x) x] = v \mathbb{E}[\sigma^*(z) z] \) and \( \mathbb{E}[y x]_{\mathcal{J}} = v \mathbb{E}[\sigma^*(z) z] \). By Proposition 13, we have

\[
\mathbb{E}_{(x,y)} \{ y x \phi'(\langle w, x \rangle + b) \}^{(a)} = \bar{g}_1(b) V_{\mathcal{J} \times J} \mathbb{E}[\sigma^*(z) z] + \bar{g}_3(b) w w^T V_{\mathcal{J} \times J} \mathbb{E}[\sigma^*(z) z] + \bar{g}_2(b) H w + V \sum_{k \geq 2} \frac{\bar{g}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (v^T w)^{\otimes k} \right] + w \sum_{k \geq 2} \frac{\bar{g}_{k+2}(b)}{k!} T_k \left[ (v^T w)^{\otimes k} \right]
\]

(see (D.2) for its definition).

where \( \mathcal{J} = \{ x \neq y \}, V \mathcal{T}_2 \left[ (v^T w)^{\otimes 1} \right] = H w, T_0 = 0, T_1 \left[ (v^T w)^{\otimes 1} \right] = \langle w, V \mathbb{E}[\sigma^*(z) z] \rangle \). Since \( w^T V \mathbb{E}[\sigma^*(z) z] = 0 \), we have

\[
(\text{D.15}) = \bar{g}_2(b) H w + \bar{g}_1(b) V_{\mathcal{J} \times J} \mathbb{E}[\sigma^*(z) z] + V \sum_{k \geq 2} \frac{\bar{g}_{k+1}(b)}{k!} \nabla T_{k+1} \left[ (v^T w)^{\otimes k} \right] + w \sum_{k \geq 2} \frac{\bar{g}_{k+2}(b)}{k!} T_k \left[ (v^T w)^{\otimes k} \right] .
\]

Since \( w \) is supported on \( J \), the statement follows. \( \blacksquare \)

**Proposition 30** We consider (D.1) with \( \hat{\mu} = \sum_{i=1}^n y_i x_i \) and \( \phi(t) \in \{ t, \text{ReLU}(t) \} \). Let \( j \in [m] \) be a fixed index and \( \mathcal{J} \) be any function of \( \{(x_i, y_i)\}_{i=1}^n \) such that \( |\mathcal{J}| \leq M \) almost surely. For \( d \geq 4M \),

\[
n \geq 24 M \log^2 \left( \frac{35dn}{M} \right) \quad \text{and} \quad M \geq 24(r + \log(12/\delta)),
\]

the intersection the following events hold with at least probability \( 1 - \delta \),

\[
\left\| g \left( W_{j*}^{(0)}, b \right) \right\|_{\mathcal{J}} - \bar{g}_2(b) H_{\mathcal{J} \times J} W_{j*}^{(0)} \right\|_2 \leq K \left( M \log^2 \left( \frac{35dn}{M} \right) \log^{2C_2} \left( \frac{18n}{\delta} \right) + (r + \log(4/\delta)) \right),
\]

\[
\left\| g \left( W_{j*}^{(0)}, b \right) \right\|_{\mathcal{J}} \leq K \left( \left| \bar{g}_2(b) \right| \sqrt{r + \log(4/\delta)} + M \log^2 \left( \frac{35dn}{M} \right) \log^{2C_2} \left( \frac{18n}{\delta} \right) \right).
\]
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where $K > 0$ is a constant depending on $(C_1, C_2, r, \Delta, C_{\sigma^*})$.

**Proof** We have that

\[
\left\| g \left( W_{j^*}^{(0)}, b \right) \right\|_2 - \tilde{\gamma}_2(b) H_{J \times J} W_{j^*}^{(0)} \right\|_2 \leq \left\| g \left( W_{j^*}^{(0)}, b \right) \right\|_2 - \mathbb{E} \left[ \tilde{y} x \phi' \left( \left< W_{j^*}^{(0)}, x \right> + b \right) \right]_J \right\|_2
+ \left\| \mathbb{E} \left[ \tilde{y} x \phi' \left( \left< W_{j^*}^{(0)}, x \right> + b \right) \right]_J - \tilde{\gamma}_2(b) H_{J \times J} W_{j^*}^{(0)} \right\|_2 \leq \sup_{J \subseteq [d]} \sup_{w \in S_{d-1}^J} \left\| T_b \right\|_2 + \left\| \zeta_1 \right\|_2 \leq \sup_{J \subseteq [d]} \sup_{w \in S_{d-1}^J} \left\| T_b \right\|_2 + 2 \sqrt{3} C_{\sigma^*} \left\| V^T W_{j^*}^{(0)} \right\|_2 \frac{2 \sqrt{3} C_{\sigma^*}}{1 - \left\| V^T W_{j^*}^{(0)} \right\|_2}
\]

where we used Lemma 29 in (a) and Proposition 17 in (b).

We will first bound the second term. We recall that $W_{j^*}^{(0)} = \frac{w_{j^*}}{\left\| w_{j^*} \right\|_2}$ where $W_{j^*} \sim \mathcal{N}(0, I_d)$ and it is independent of $\{(x_i, y_i)\}_{i=1}^n$. Since $J$ is independent of $W_{j^*}$, without loss of generality, we can fix a $J$ with $|J| = M$. By using Corollaries 57 and 58, the intersection of (i) $\sum_{j \in J} W_{ij}^2 \geq \frac{M}{2}$, (ii) $\left\| V^T W_{j^*} \right\|_2 \leq 3(r + \log(4/\delta))$ holds with probability at least $1 - \delta/2$. Within that event, for $M \geq 24(r + \log(12/\delta))$, we have

\[
2 \sqrt{3} C_{\sigma^*} \frac{\left\| V^T W_{j^*}^{(0)} \right\|_2}{1 - \left\| V^T W_{j^*}^{(0)} \right\|_2} \leq 16 \sqrt{3} C_{\sigma^*} \frac{(r + \log(4/\delta))}{M}.
\]

Therefore, by Lemma 27, the first item follows. For the second item, we observe that

\[
\left\| g \left( W_{j^*}^{(0)}, b \right) \right\|_2 \leq \tilde{\gamma}_2(b) \left\| H_{J \times J} W_{j^*}^{(0)} \right\|_2 + \left\| g \left( W_{j^*}^{(0)}, b \right) \right\|_2 - \tilde{\gamma}_2(b) H_{J \times J} W_{j^*}^{(0)} \right\|_2
\]

We have that

\[
\left\| H_{J \times J} W_{j^*}^{(0)} \right\|_2 \leq \tilde{\gamma}_2(b) \left\| V^T W_{j^*}^{(0)} \right\|_2 \frac{\left\| V^T W_{j^*}^{(0)} \right\|_2}{\left\| W_{j^*}^{(0)} \right\|_2} \leq \tilde{\gamma}_2(b) \sqrt{\frac{6(r + \log(4/\delta))}{M}}.
\]

where we used $\sigma_1(H) \leq 1$ in the first step, and the event used for (D.16). Hence by the first part of the statement, the second item also follows.

**Appendix E. Guarantee for PruneNetwork**

We recall the following notation: For $a, b \in \mathbb{R}^{2m}$ and $W \in \mathbb{R}^{2m \times d}$,

\[
R_n^+(a, \tilde{e}_l, b) := \frac{1}{2m} \sum_{i=1}^n \left( y_i - \tilde{y}^+ (x_i; (a, \tilde{e}_l, b)) \right)
\]

\[
\tilde{y}^+ (x; (a, \tilde{e}_l, b)) := \sum_{j=1}^{2m} a_j \frac{\phi((\tilde{e}_l, x) + b_j) \pm \phi((-\tilde{e}_l, x) + b_j)}{2}
\]
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and the gradients of the empirical/population risks are

\[
\nabla_j R^\pm_n(a, \tilde{e}_i, b) = -a_j \bar{X}(\gamma; (\tilde{e}_i, x)) \phi_{\pm}((\tilde{e}_i, x); b_j) x_i
\]

Finally, we recall that

\[
\|\nabla R_n(a, \tilde{e}_i, b)\|_F^2 = \sum_{j=1}^m \|\nabla_j R_n(a, \tilde{e}_i, b)\|_2^2 \quad \text{and} \quad \|\nabla R^\pm_n(a, \tilde{e}_i, b)\|_F^2 = \sum_{j=1}^m \|\nabla_j R^\pm_n(a, \tilde{e}_i, b)\|_2^2.
\]

E.1. Auxiliary Results

We have the following statement:

**Proposition 31** Let \( \bar{\sigma}_k^2 := \frac{1}{m} \sum_{j=1}^m \tilde{z}_k^2(b_j^{(0)}) \). For any \( J \subseteq [d] \), we have

1. For the single-index setting and \( k^* > 1 \),

\[
\left[ (\tilde{\gamma}_{k^*} | \tilde{\gamma}_{k^*}|)^{\frac{\sigma^2_{k^*}}{1 - \sigma^2_{k^*}}} - 8 \left( \frac{c\sqrt{2}C_{k^*}}{1 - \sigma^2_{k^*}} \right)^{\frac{\sigma^2_{k^*}}{1 - \sigma^2_{k^*}}} \right] \|v\|_J^2 \leq \frac{m \tilde{z}_k^{2 - 1}}{c^2} \sum_{i \in J^c} \|\nabla R^+(a^{(0)}, \tilde{e}_i, b^{(0)})\|_F^2,
\]

where the statement with \( \nabla R^+ \) holds for even \( k^* \), and \( \nabla R^- \) holds for odd \( k^* \).

2. For the multi-index setting, we have

\[
\left[ \bar{\gamma}_2^2 \sigma^2_k(H) - 16 \left( \frac{c\sigma_{k^*}}{1 - \sigma^2_{k^*}} \right)^2 \right] \|V\|_{\hat{J}}^2 \leq \frac{m - 1}{c^2} \sum_{i \in J^c} \|\nabla R^+(a^{(0)}, \tilde{e}_i, b^{(0)})\|_F^2.
\]

**Proof** We first observe that by (2.1), we have \( \tilde{y}((\tilde{e}_i, x); (\tilde{e}_i, b^{(0)})) = 0 \). Therefore,

\[
\nabla_j R^\pm(a^{(0)}, \tilde{e}_i, b^{(0)}) = -a_j^{(0)} \bar{X}(\gamma; (\tilde{e}_i, x)) \phi'_{\pm}((\tilde{e}_i, x); b_j^{(0)}) x_i.
\]

Moreover, we observe that by (2.1), \( \bar{\gamma}_k^2 = \frac{1}{m} \sum_{j=1}^m \tilde{z}_k^2(b_j^{(0)}) \).

1. We will prove this item only for even \( k^* > 1 \). The proof for the odd case is identical when \((+)\) signs are replaced with \((-)\). We have

\[
\left( \frac{\gamma_{k^*}(b_j^{(0)})}{k^* - 1} \right)^2 \left( (cv_i)^{k^* - 1} \right)^2
\]

\[
\leq 2 \|\bar{X}(\gamma; (v, x)) \phi'_{\pm}((\tilde{e}_i, x); b_j^{(0)}) x_i \|_{\hat{J}}^2 
\]

\[
+ 2 \|\nabla_j R^+(a^{(0)}, \tilde{e}_i, b^{(0)})\|_F^2
\]

\[
\leq 2(1 + \sqrt{k^* + 1})^2 \sigma_{k^*}^2 \sigma_{\gamma}^2 \|v_i\|_{\hat{J}}^{2k^*} + 2 \|\nabla_j R^-(a^{(0)}, \tilde{e}_i, b^{(0)})\|_F^2
\]

\[
\leq 2(1 + \sqrt{k^* + 1})^2 \sigma_{k^*}^2 \sigma_{\gamma}^2 \|v_i\|_{\hat{J}}^{2k^*} + 2 \|\nabla_j R^-(a^{(0)}, \tilde{e}_i, b^{(0)})\|_F^2
\]
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where (a) follows from (E.1), (b) follows from Corollary 18. By summing each side over \( j \in [2m] \) and dividing by \( 1/2m \), we get
\[
\left( \frac{\gamma_{k^*} \gamma_{k^*}}{(k^* - 1)!} c^{k^*-1} v_i^{k^*-1} \right)^2 \leq 2(1 + \sqrt{k^* + 1})^2 C_{\sigma^*} c^{2k^*} |v_i|^{2k^*} \frac{c^{k^*} |v_i|^{2k^*}}{(1 - c^2)^{2}} + \frac{2}{2m} \left\| \nabla R^+ (a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|_F^2.
\]
By taking \( \frac{1}{(k^* - 1)!} \)th power of each sides, we get
\[
\left( \frac{\gamma_{k^*} \gamma_{k^*}}{(k^* - 1)!} c^{k^*-1} v_i^{k^*-1} \right)^{\frac{2}{k^*-1}} c^2 v_i^2 \leq 2^{\frac{1}{k^*-1}} (1 + \sqrt{k^* + 1}) \frac{2}{k^*-1} \left( C_{\sigma^*} c |v_i| \right)^{\frac{2}{k^*-1}} c^2 v_i^2
\]
\[
+ m \frac{1}{k^*-1} \left\| \nabla R^+ (a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|_F^2.
\]

By summing each sides over \( i \in J^c \), we have the statement.

2. By observing that \( cH_i \) = \( H \tilde{e}_i \), we have
\[
\| \tilde{\gamma}_2 (b^{(0)}_j) cH_i \|_2^2
\]
\[
\leq 2 \left\| E(x, y) \left[ \sigma^* (V^T x) \phi'_+(\tilde{e}_i, x, b^{(0)}_j) x \right] - \tilde{\gamma}_2 (b^{(0)}_j) cH_i \|_2^2 + 2 \left\| \nabla j R^+ (a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|_2^2
\]
\[
\leq 16 C_{\sigma^*} \left( \frac{c}{1 - c^2} \right)^2 \| V_i \|_2^2 + 2 \left\| \nabla j R^+ (a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|_2^2.
\]

where (a) follows from (E.1), and (b) holds since Corollary 18 and \( \| V_i \|_2 \leq 1 \). By summing each side over \( j \in [2m] \) and dividing by \( 1/2m \), we get
\[
\tilde{\gamma}_2^2 (H) \leq 16 C_{\sigma^*} \left( \frac{c}{1 - c^2} \right)^2 \| V_i \|_2^2 + 2 \left( 2m \right)^{-1} \left\| \nabla R^+ (a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|_F^2.
\]

Therefore, we have
\[
\left[ \tilde{\gamma}_2^2 \sigma^2 (H) - 16 C_{\sigma^*} \left( \frac{c}{1 - c^2} \right)^2 \right] \| V_i \|_2^2 \leq \frac{m^{-1}}{c^2} \left\| \nabla R^+ (a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|_F^2.
\]

By summing each sides over \( i \in J^c \), we have the statement.
For this statement, by abusing the notation, we use $0^0 = 1$. Let

$$\tilde{R}_i^\pm := \frac{1}{2m} \sum_{j=1}^{2m} \| \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) - \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) \|_2,$$

where $\nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) := \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0))_{\log(M)}$.

For $d \geq 4M$, $n \geq 24\tilde{M}$ and $M \geq \log(2/\delta)$, each of the following items holds with probability at least $1 - \delta$:

1. For the single-index setting with $k^* \geq 1$, we have

$$\max_{i \in [d]} \tilde{R}_i^\pm \leq \begin{cases} K \tilde{M} \log^{2C_2} \left( \frac{12n}{\delta} \right) \\
 \frac{K \tilde{M} \log^{2C_2} \left( \frac{12n}{\delta} \right)}{n} + C_q \left( \frac{c^{(k^*-1)}C_{\star \star}}{1-c^{k^*}} \right)^2 |\mathbf{V}| \| \mathbf{V}_\star \|_2 \right)^{1+1} \left( \frac{\| \mathbf{V} \|_2^2}{\log(2q)} \right) \right) \end{cases}$$

2. For the multi-index setting, we have

$$\max_{i \in [d]} \tilde{R}_i^\pm \leq \begin{cases} K \tilde{M} \log^{2C_2} \left( \frac{12n}{\delta} \right) \\
 \frac{K \tilde{M} \log^{2C_2} \left( \frac{12n}{\delta} \right)}{n} + C_q \left( \frac{c^{(k^*-1)}C_{\star \star}}{1-c^{k^*}} \right)^2 |\mathbf{V}| \| \mathbf{V}_\star \|_2 \right)^{1+1} \left( \frac{\| \mathbf{V} \|_2^2}{\log(2q)} \right) \end{cases}$$

Here, $K$ is a positive constant depending on $(C_1, C_2, r, \Delta)$.

**Proof** By Lemma 69, we have

$$\| \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) - \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) \|_2 \leq 5 \sup_{J \subseteq [d]} \left\| \left( \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) - \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) \right) \right\|_2$$

$$+ 4 \| \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) - \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) \|_{\log(M)}^2.$$ (E.2)

For any $J \subseteq [d]$ with $|J| = 2M$, by using Jensen’s inequality, we can show that

$$\| \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) - \nabla_j R_n^\pm (\mathbf{a}(0), \mathbf{e}_i, \mathbf{b}(0)) \|_2 \leq \sup_{J \subseteq [d]} \sup_{w \in S_{\tilde{M}}^n} \| Y_{\theta} \|_2.$$ (E.3)
By (E.2) and (E.3), we have for any $i \in [d]$, 
\[
\hat{R}_i^\pm \leq 5 \sup_{J \subseteq [d]} \sup_{|J|=2M} \sup_{\theta \in S_{d-1}^{M-1}} \sup_{b \in \mathbb{R}} \|Y_{\theta,J}\|_2^2 
\]
\[
+ \frac{4}{2m} \sum_{j=1}^{2m} \mathbb{E} \left[ \sigma^*(V^T x) \phi'_\pm((\tilde{e}_i, x); b_j^{(0)}) x \right] - \mathbb{E} \left[ \sigma^*(V^T x) \phi'_\pm((\tilde{e}_i, x); b_j^{(0)}) x \right]_{\text{top}(M)}^2.
\]

If $q = 0$ and $M \geq \|V\|_{2,0} + 2$, the statement follows for each item by Proposition 19. For $q > 0$, we have the following:

1. We consider $k^* \geq 1$ and even. We have 
\[
\hat{R}_i^\pm(\alpha) \leq 5 \sup_{J \subseteq [d]} \sup_{|J|=2M} \sup_{\theta \in S_{d-1}^{M-1}} \sup_{b \in \mathbb{R}} \|Y_{\theta,J}\|_2^2 
\]
\[
+ \frac{2q}{2m} \left( 1 - \frac{q}{2} \right) M \frac{\tilde{a} + 1}{2m} \sum_{j=1}^{2m} \|\mathbb{E}[(x,y)] \sigma^*(V^T x) \phi'_\pm((\tilde{e}_i, x); b_j^{(0)}) x \|_q^2 
\]
\[
\leq 5 \sup_{J \subseteq [d]} \sup_{|J|=2M} \sup_{\theta \in S_{d-1}^{M-1}} \sup_{b \in \mathbb{R}} \|Y_{\theta,J}\|_2^2 
\]
\[
+ 2q \left( 1 - \frac{q}{2} \right) \frac{\tilde{a} + 1}{2m} M \frac{\tilde{a} + 1}{2m} \sum_{j=1}^{2m} \|\mathbb{E}[(x,y)] \sigma^*(V^T x) \phi'_\pm((\tilde{e}_i, x); b_j^{(0)}) x \|_q^2 
\]
\[
\leq 5 \sup_{J \subseteq [d]} \sup_{|J|=2M} \sup_{\theta \in S_{d-1}^{M-1}} \sup_{b \in \mathbb{R}} \|Y_{\theta,J}\|_2^2 + C_q M \frac{\tilde{a} + 1}{2m} \left( \frac{e^{k^*-1}C_\sigma \|b_i\|^{k^*-1}}{1 - c^2} \right)^2 \|V\|_{2,q}^2 + k^* \|\tilde{e}_i\|_q^2 
\]
where we used Lemma 70 for (a), and Proposition 19 with $N = k^* - 2$ and Proposition 72 for (b). By using Lemma 24 with $\frac{a}{2m}$ (for $i \in [d]$ and (±) cases), we have the result.

2. By using $k^* = 1$ for (−) and $k^* = 2$ for (+) in the proof of first item, one can prove this item as well.

\[
\tag{E.1.1. Concentration for $\tilde{r}_k$}
\]

\textbf{Proposition 33} Let $m = \Theta(d^5)$ where $\varepsilon > 0$ is a small constant, $Z_i \sim \text{iid} \mathcal{N}(0, 1)$ for $i \in [m]$, and let $\tilde{r}_k(\cdot)$ be as in (C.5). For any $u \in \mathbb{N}$, we have with probability at least $1 - d^{-u}$
\[
\frac{1}{m} \sum_{i=1}^{m} \tilde{r}_k(Z_i)^2 \geq c_k(k - 1)!
\]
for $d$ larger than a constant depending on $(k, u, \varepsilon)$. 
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Proof For \( p \geq 1 \), by Jensen’s inequality, we have \( \mathbb{E}[|\tilde{\gamma}_k^2(Z)| - \mathbb{E}[\tilde{\gamma}_k^2(Z)]|^{p}]^{1/p} \leq 2\mathbb{E}[\tilde{\gamma}_k^{2p}(Z)]^{1/p} \).

For \( k \geq 2 \),
\[
2\mathbb{E}[\tilde{\gamma}_k^{2p}(Z)]^{1/p} = \frac{2}{2\pi} \mathbb{E}[e^{-pZ^2} H_{k-2}^{2p}(Z)]^{1/p} \leq \frac{1}{\pi} \mathbb{E}[H_{k-2}^{2p}(Z)]^{1/p} \leq \frac{(2p-1)k^{-2}}{\pi} (k-2)!,
\]
where we use Lemma 63 for (a). Therefore, if \( Y_m := \sum_{i=1}^{m} \tilde{\gamma}_k(Z_i)^2 - \mathbb{E}[\tilde{\gamma}_k^2(Z)] \) and \( K_p := \frac{(2p-1)k^{-2}}{\pi} (k-2)! \), by Lemma 49, we have
\[
\mathbb{E}[Y_m^{1/2p}] \leq C \left[ \sqrt{pK_2} \sqrt{m} + pm^{1/2p} K_p \right] \Rightarrow P \left[ \frac{1}{m} Y_m \geq eC \left( \frac{pK_2}{m} + \frac{pm^{1/2p} K_p}{m} \right) \right] \leq e^{-p}.
\]

By using \( p = u \log d \) and hiding all of the constants with \( k \) in \( C_k \), we have for \( k \geq 1 \)
\[
P \left[ \frac{1}{m} Y_m \geq C_k \sqrt{\frac{(u \log d)^{(k-1)\vee 1}}{m}} \right] \leq d^u.
\]

Therefore, with probability \( 1 - d^u \), we have
\[
\frac{1}{m} \sum_{i=1}^{m} \gamma_k(Z_i)^2 \geq \mathbb{E}[\tilde{\gamma}_k^2(Z)] - C_k \sqrt{\frac{(u \log d)^{(k-1)\vee 1}}{m}} \geq \frac{1}{2} \mathbb{E}[\tilde{\gamma}_k^2(Z)].
\]

where for (a), we assume that \( d \) is larger than a constant depending on \((k, u, \varepsilon)\). Since \( \mathbb{E}[\tilde{\gamma}_k^2(Z)] \geq c_k(k-1)! \), where \( c_k \) is some \( k \)-dependent constant, the statement follows. \( \blacksquare \)

E.2. Main Results

Lemma 34 (Single-Index Setting) Consider the single index setting. For \( u \in \mathbb{N} \) and a small constant \( \varepsilon > 0 \), let
\[
m = \Theta(d^k), \quad d \geq d(\gamma_{k^*}, k^*, u, \varepsilon) \vee 4M \quad \text{and} \quad c \leq \frac{1}{\log d},
\]
and \( \rho_1, \rho_2 \geq 1 \), where \( d(\gamma_{k^*}, k^*, u, \varepsilon) \) is a constant depending on \((\gamma_{k^*}, k^*, u, \varepsilon)\). There exists a constant \( K > 0 \) that depends on \((C_1, C_2, \Delta, k^*, C_{\sigma^*})\) such that if
\[
n \geq \frac{K M^{k^*} \log^2 \left( \frac{35nd}{M} \right) \log^2 C_2 \left( 18nd^{\mu+1} \right) (\rho_1 \log^2 d)}{e^{2(k^*-1)}}
\]
\[
M \geq \log(4nd^\mu) \lor \begin{cases} (\|v\|_0 + 2) & q = 0 \\ (2 - q) \left( \|v\|_q^2 \lor k^* \right)^\frac{2}{q} (\rho_1 \log^2 d)^{k^*} \right)^\frac{1}{2q} & q \in (0, 2) \end{cases} \tag{E.4}
\]
with probability at least \( 1 - 4d^{-u} \), Algorithm 1 returns \( J \subseteq [d] \) such that
\[
\|v|_{J^c}\|_2^2 \leq \frac{K \gamma_{k^*}^{-(\kappa^2)} \rho_1 \log^2 d}{\rho_1 \log^2 d}.
\]
Proof We choose any \( u \in \mathbb{N} \). We consider the intersection of the following events:

C.1 There exists \( j \in [m] \) such that \( b_j^{(0)} \geq 0 \).

C.2 \( \sup_{J \subseteq [d]} \sup_{\omega \in \mathbb{R}^{d-1}} \| Y_\theta | J \|_2^2 \leq \frac{K \bar{M} \log^{2} (6n \delta^u)}{n} \).

C.3 Proposition 32 holds with \( \delta = d^{-u} \).

C.4 Proposition 33 holds with \( \delta = d^{-u} \).

It is easy to verify that the intersection of (C.1)-(C.4) holds with probability at least \( 1 - 4d^{-u} \) when \( d \) is larger than a constant depending on \((k^*, u, \epsilon)\). We consider \( k^* = 1 \) and \( k^* > 1 \) cases separately.

For \( k^* = 1 \), let \( \hat{J} \) be the set of indices added in Line 3. For \( j \in [m] \) with \( b_j^{(0)} \geq 0 \), we have

\[
\left\| \frac{1}{2} \gamma_1 v_{|J^c|} \right\|_2^2 \leq \left\| \left( b_j^{(0)} \right) \gamma_1 v_{|J^c|} \right\|_2^2 = \| \nabla_j R^-(a^{(0)}, \tilde{e}_d, b^{(0)}) - \nabla_j R^-(a^{(0)}, \tilde{e}_d, b^{(0)}) \|_2^2 \leq \| \nabla_j R^-(a^{(0)}, \tilde{e}_d, b^{(0)}) - \tilde{v}_j R_n (\tilde{e}_d) \|_2^2 \tag{E.5}\]

where we use \( J \supseteq \hat{J} \) and \( b_j^{(0)} \geq 0 \) (see (C.5)) in (a), \( \nabla_j R^-(a^{(0)}, \tilde{e}_d, b^{(0)}) = -a_j^{(0)} \tilde{v}_1^{(0)} \gamma_1 v \) (since \( V_{d^*} = 0 \)) in (b), and that \( \| x_{|J^c|} \|_2 \leq \| x - y_{|J^c|} \|_2 \) in (c). By using (C.3) with \( k^* = 1 \), we have

\[
(E.5) \leq \begin{cases} \frac{K \bar{M} \log^{2} (12n d^{1+u})}{n} & q = 0, M \geq \| v \|_0 + 2 \\ \frac{K \bar{M} \log^{2} (12n d^{1+u})}{n} + C_q C_{\sigma^*}^2 \left( \frac{1}{1 - \tau} \right)^2 \left[ \| v \|_2^2 \vee 2^{\frac{\tau}{2}} \right] \frac{1}{M^{\frac{1}{\tau} - 1}} & q \in (0, 2). \end{cases} \]

By (E.4), the statement follows for \( k^* = 1 \).

For \( k^* > 1 \) and even, we assume \( d \) is high enough that

\[
c \leq \frac{1}{4} \text{ and } \left[ \left( \frac{\gamma_k^* \gamma_{k^*}}{(k^* - 1)!} \right)^{\frac{1}{2^{k^*+1}}} - 8 \left( \frac{\sqrt{2} c}{1 - c^2} \right)^{\frac{1}{2^{k^*+1}}} C_{\sigma^*}^{\frac{2}{k^*+1}} \right] \geq \left( \frac{1}{2} c k^* \gamma_{k^*} \right)^{\frac{1}{k^*+1}}, \tag{E.6}\]

where \( c \) is the constant in Proposition 33. Let

\[
\begin{align*}
u := & \frac{1}{\sqrt{2} m} (\| \nabla R^+(a^{(0)}, \tilde{e}_1, b^{(0)}) \|_F, \cdots, \| \nabla R^+(a^{(0)}, \tilde{e}_d, b^{(0)}) \|_F) \\
u := & \frac{1}{\sqrt{2} m} (\| \nabla R^+(\tilde{e}_1) \|_F, \| \nabla R^+(\tilde{e}_2) \|_F, \cdots, \| \nabla R^+(\tilde{e}_d) \|_F). \tag{E.7}\end{align*}
\]

In the following, we will first bound \( \sum_{j \in J^c} \left\| u_j \right\|_2^{\frac{2}{k^*+1}} \), and then use Proposition 31 with (E.6) to prove our statement. Let \( \hat{J} \) be the set of indices added on Line 4. By using Lemma 69, we can write

\[
\sum_{j \in J^c} \left\| u_j \right\|_2^{\frac{2}{k^*+1}} \leq \| u - u_{|J^c|} \|_2^{\frac{2}{k^*+1}} \leq \| u - \tilde{u}_{|\text{top}(M)}\|_2^{\frac{2}{k^*+1}} \leq 4 \| u - u_{|\text{top}(M)}\|_2^{\frac{2}{k^*+1}} + 5 \sup_{I \subseteq [d]} \sum_{i \in I} |u_i - \tilde{u}_i|^{\frac{2}{k^*+1}}. \tag{E.8}\]

\[
\leq 4 \| u - u_{|\text{top}(M)}\|_2^{\frac{2}{k^*+1}} + 5 \sup_{I \subseteq [d]} \sum_{i \in I} |u_i - \tilde{u}_i|^{\frac{2}{k^*+1}}. \tag{E.9}\]
Moreover, by Corollary 18 (with \(N = k^* - 2\)) and \(c \leq 1/4\),
\[
\gamma_i^2 \leq \left\| (1/\sqrt{2m}) \nabla R^+(a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|^2_F \leq (1 + \sqrt{k^*}) \frac{c^2}{k^* - 1} C_{\sigma^*}^2 \left( 1 - c^2 \right)^{\frac{c^2}{k^* - 1}} |\gamma_i|^2 \leq 12 C_{\sigma^*}^2 c^2 |\gamma_i|^2, \tag{E.10}
\]
where we use that \((1 + \sqrt{k^*}) \frac{c^2}{k^* - 1}\) is non-increasing for \(k^* \geq 2\) in the last step. By Lemma 70, we have
\[
\| u - u \|_{\text{opt}(M)} \leq 12 c^2 C_{\sigma^*}^2 \left\| v - v \|_{\text{opt}(M)} \right\|^2_F \leq 12 c^2 C_{\sigma^*}^2 \left( \frac{1 - \frac{c^2}{2}}{M \frac{c^2}{2 - 1}} \right) \| v \|^2 q \in (0, 2), \tag{E.11}
\]
where we used (E.4). Moreover, we have
\[
\sup_{\bar{I} \subseteq [d]} \sum_{i \in \bar{I}} |u_i - \bar{u}_i|^{k^* - 1} \leq \sup_{\bar{I} \subseteq [d]} \sum_{i \in \bar{I}} (2m)^{\frac{k^* - 1}{2}} \left\| \nabla R^+_n(\tilde{e}_i) - \nabla R^+(a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|^2 F \tag{E.12}
\]
where by (C.3), we have
\[
\forall i \in [d], \ (2m)^{-1} \left\| \nabla R^+_n(\tilde{e}_i) - \nabla R^+(a^{(0)}, \tilde{e}_i, b^{(0)}) \right\|^2 F \leq \begin{cases} 
K \bar{M} \log^{2c_2} (12nd^{1 + u}) & q = 0, M \geq \| v \|_0 + 2 \\
K \bar{M} \log^2 \left( \frac{35nd}{M} \right) \log^{2c_2} (12nd^{1 + u}) & q = 0, M \geq \| v \|_0 + 2 \\
\frac{C_q}{n} \left( \frac{c^2}{2 - 1} \right) \left\| v \right\|^2 q & q \in (0, 2).
\end{cases} \tag{E.13}
\]
Therefore, by (E.4), we have \((E.12) \leq \frac{c^2 \bar{K}}{\rho_1 \log^{\rho_2} d}\), where \(\bar{K}\) depends on \((C_1, C_2, \Delta, k^*, C_{\sigma^*})\). By (E.9) and (E.11), the statement follows.}

**Lemma 35 (Multi-Index Setting)** Consider the multi-index setting. For \(u \in \mathbb{N}\) and a small constant \(\varepsilon > 0\), let
\[
m = \Theta(d^k), \quad d \geq \sigma_r(H), u, \varepsilon \cup 4M \quad \text{and} \quad c \leq \frac{1}{\log d},
\]
and \(\rho_1, \rho_2 \geq 1\). There exists a constant \(K > 0\) that depends on \((C_1, C_2, \Delta, r, C_{\sigma^*})\) such that if
\[
n \geq K M^2 \log^2 \left( \frac{35nd}{M} \right) \log^{c_2} (18nd^{u+1}) \left( \rho_1 \log^{\rho_2} d \right)
\]
\[
M \geq \log(4nd^n) \vee \begin{cases} 
(\| V \|_{2,0} + 2) & q = 0 \\
(2 - q) \left[ \left( \left\| V \right\|^2_{1, q} + 2^n+1 \right) \frac{q}{2} \left( \rho_1 \log^{\rho_2} d \right) \right]^{-\frac{q}{2}} & q \in (0, 2)
\end{cases} \tag{E.14}
\]
\]
with probability at least $1 - 4d^{-u}$, Algorithm 1 returns $\mathcal{J} \subseteq [d]$ such that

$$
\|E[y|x]|_{\mathcal{J}^c}\|^2_2 \vee \|V|_{\mathcal{J}^c}\|^2_2 \leq \frac{K\sigma^{-2}(H)}{\rho_1 \log^p d}.
$$

**Proof** We will follow the same arguments in the proof of Lemma 34. We choose any $u \in \mathbb{N}$. We consider the intersection of (C.1)-(C.4) above, which holds with probability at least $1 - 4d^{-u}$.

For $\|E[y|x]|_{\mathcal{J}^c}\|^2_2$, let $\tilde{J}$ be the set of indices added in Line 3. For $j \in [m]$ with $b_j^{(0)} \geq 0$, we have

$$
\left\| \frac{1}{2}E[y|x]|_{\mathcal{J}^c}\right\|^2_2 \leq (a)\left|\tilde{\gamma}_1(b_j^{(0)})E[y|x]|_{\mathcal{J}^c}\right\|^2_2 = \|\nabla_j R^-(a^{(0)}, \hat{e}_d, b^{(0)}) - \nabla_j R^-(a^{(0)}, \hat{e}_d, b^{(0)})\|_{\tilde{J}}^2,
$$

(E.15)

where we use $\mathcal{J} \supseteq \tilde{J}$ and $b^{(0)}_j \geq 0$ in (a) (see (C.5)), $\nabla_j R^-(a^{(0)}, \hat{e}_d, b^{(0)}) = -a_j^{(0)}\tilde{\gamma}_1(b_j^{(0)})\gamma_1 v$ (since $V_{d^*} = 0$ in (b)). By (C.3), we have

$$
(E.15) \leq \begin{cases} 
\frac{K\tilde{M} \log^{2C_2}(12nd^{1+u})}{n} & q = 0, M \geq \|V\|_{2,0}^2 + 2 \\
\frac{K\tilde{M} \log^{2C_2}(12nd^{1+u})}{n} + C_q C_{\sigma^*}^2 \left( \frac{1}{1-c^2} \right)^2 \left[ \frac{\|V\|_{2,q}^2}{M^{\frac{q}{2}-1}} \right] & q \in (0, 2).
\end{cases}
$$

By (E.14), the statement follows for $\|E[y|x]|_{\mathcal{J}^c}\|^2_2$.

For $\|V|_{\mathcal{J}^c}\|^2_2$, we assume $d$ is high enough that

$$
c \leq \frac{1}{4} \text{ and } \begin{bmatrix} \frac{1}{2}\sigma^2(H) - 16 \left( \frac{c}{1-c^2} \right)^2 C_{\sigma^*}^2 \end{bmatrix} \geq \frac{1}{2}c_2 \sigma^2(H).
$$

(E.16)

where $c_2$ is the constant in Proposition 33 for $k = 2$. Let $u$ and $\tilde{u}$ be the vectors defined in (E.7) and let $\tilde{J}$ be the set of indices added on Line 4. By following the arguments in (E.8)-(E.9) with $k^* = 2$, we can write

$$
\sum_{j \in \mathcal{J}^c} u_j^2 \leq 4\|u - u|_{\text{top}(M)}\|_{2}^2 + 5 \sup_{I \subseteq [d]} \left\{ \sum_{i \in I} u_i - \tilde{u}_i \right\}^2.
$$

For $v := (\|V_{1^*}\|_2, \cdots, \|V_{d^*}\|_2)$, by following the arguments in (E.10) and (E.11), we can write that

$$
\|u - u|_{\text{top}(M)}\|_{2}^2 \leq 12c^2C_{\sigma^*}^2 \|v - v|_{\text{top}(M)}\|_{2}^2 \leq 12c^2C_{\sigma^*}^2 \begin{cases} 
0 & q = 0, M \geq \|V\|_{2,0}^2 + 2 \\
\left( \frac{1-q}{2} \right)^{\frac{q}{2}} \frac{q}{2} \|V\|_{2,q}^2 \left( \frac{M^{\frac{q}{2}-1}}{M^{\frac{q}{2}-1}} \right) & q \in (0, 2)
\end{cases}
\leq \frac{6c^2C_{\sigma^*}^2}{\rho_1 \log^p d}.
$$
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Moreover, by following the arguments in (E.12) and (E.13), we can show that
\[
\sup_{I \subseteq [d], |I| = 2M} \sum_{i \in I} |u_i - \tilde{u}_i|^2 \leq \begin{cases} 
KM^2 \log^2 \left( \frac{35nd}{M} \right) \log 2C_2(12nd^{1+u}) & q = 0, M \geq \|V\|_{2,0} + 2 \\
KM^2 \log^2 \left( \frac{35nd}{M} \right) \log 2C_2(12nd^{1+u}) + \frac{rC_2C_2^2c^2}{M^{(\frac{q}{2}+1)}} & q \in (0, 2)
\end{cases}
\]

By the arguments between (E.16)-(E.17), the statement follows.

\section*{Appendix F. Feature Learning}

\subsection*{F.1. Additional Notation and Terminology}

In the following, we will use SI for the single-index setting and MI for the multi-index setting. In the following, we assume $|J| \leq M$ and ignore the constants. For SI, we consider a polynomial link function $\sigma^*: \mathbb{R} \rightarrow \mathbb{R}$ such that $\sigma^*(t) = \sum_{k \leq p} c_k t^k$. For MI, we consider a polynomial link function $\sigma^*: \mathbb{R}^r \rightarrow \mathbb{R}$ and $\tilde{\sigma}^*(z) = \sigma^*(z) - \langle \mathbb{E}[y|x], z \rangle = \sum_{k \leq p} \left\langle \tilde{T}_k, z^{\otimes k} \right\rangle$.

Henceforth, $w \sim \mathcal{N}(0, I_d)$ is a random vector independent of the remaining random variable unless otherwise stated. Let $w_J := \frac{w_{|J|}}{\|w_J\|_2}$. Let $vec(T)$ denotes the vectorized version of the tensor $T$ and
\[
s_J := \begin{cases} 
\langle v, w_J \rangle^{k+1} & \text{SI} \\
DV^\top w_J & \text{MI}
\end{cases}
\]

\[
z_k(s_J) := \begin{cases} 
0 & s_J = 0 \\
\mathbb{C}_k \mathbb{E}_w[|s_J^{2k}|^{-1}] s_J & \text{SI and } s_J \neq 0 \\
\langle vec(\tilde{T}_k), \mathbb{E}\left[vec(s_J^{\otimes k})vec(s_J^{\otimes k})^\top\right]^+ vec(s_J^{\otimes k}) \rangle & \text{MI and } s_J \neq 0
\end{cases}
\]

where $A^+$ denotes the pseudoinverse of $A$. We will use
\[
\beta(b_l^{(0)}) := \begin{cases} 
\frac{\gamma_k \tilde{\gamma}_k(b_l^{(0)})}{(k^*-1)!} & \text{SI} \\
\tilde{\gamma}_2(b_l^{(0)}) & \text{MI}
\end{cases}
\]

where $\tau$ will be specified later.

\subsection*{F.2. Auxiliary Results}

\textbf{Lemma 36 ((Damian et al., 2022, Lemma 9) with explicit constants)} Let $a \sim \text{Unif}([-1, 1])$ and $b \sim \mathcal{N}(0, 1)$. Then for any $k \geq 0$, there exists $v_k(a, b)$ such that for $|x| \leq 1$,
\[
\mathbb{E}[v_k(a, b) \phi(at + b)] = t^k \text{ and } \sup_{a, b}|v_k(a, b)| \leq 6\sqrt{2}(k + 1)^2.
\]
Proof By following the constants in (Damian et al., 2022, Lemma 9), we have the statement.

Lemma 37 ((Damian et al., 2022, Lemma 21 with explicit constants) Let \( \sigma^* : \mathbb{R}^p \rightarrow \mathbb{R} \) be a polynomial of degree-\( p \) such that \( \mathbb{E}[\sigma^*(z)^2] \leq 1 \). There exists symmetric \( \tilde{T}_0, \cdots, \tilde{T}_p \) such that
\[
\sigma^*(z) = \sum_{k=0}^{p} \langle \tilde{T}_k, z^{\otimes k} \rangle
\]
where (a) follows from Cauchy-Schwartz inequality, (b) follows Lemma 3). Therefore,

\[
\| \tilde{T}_k \|_F^2 \leq \frac{2e^k}{k!} \left( e \sqrt{r} \right)^{\frac{p-k}{2}}.
\]

Consequently, we have \( \sum_{k=0}^{p} \| \tilde{T}_k \|_F(k+1)^2 \leq C(e \sqrt{r})^\frac{p}{2} \), where \( C > 0 \) is a universal constant.

Proof Let \( \sigma^*(z) = \sum_{j=0}^{p} \frac{1}{j!} \langle T_j, H_{e_k} \rangle \). Then,

\[
\tilde{T}_k! = \nabla^k \sigma^*(0) = \sum_{j=0}^{p-k} \frac{1}{j!} \nabla^k T_{j+k}[H_{e_k}] = \sum_{j=0}^{p-k} \frac{(-1)^j(j-1)!!}{j!} \nabla^k T_{j+k}[\text{sym}(I_{r^k})]
\]

where (a) follows by Lemma 12 and since \( \nabla^k T_{j+k} \) is symmetric by Lemma 7. Therefore,

\[
\| \tilde{T}_k! \|_F \leq \sum_{j=0}^{p-k} \frac{(j-1)!!}{j!} \| T_{j+k} \|_F \| \text{sym}(I_{r^k}) \|_F \leq \sum_{j=0}^{p-k} \frac{(j-1)!!}{j!} r^{j/2} \| T_{j+k} \|_F.
\]

where (a) follows Cauchy-Schwartz inequality and Lemma 7, and (b) follows (Damian et al., 2023, Lemma 3). Therefore,

\[
\| \tilde{T}_k! \|_F^2 \leq \sum_{j=0}^{p-k} \frac{\| T_{j+k} \|_F^2}{(j+k)!} \sum_{j=0}^{p} \frac{(j-1)!!}{j!} r^{j/2} (j+k)! \leq \sum_{j=0}^{p-k} \frac{(j-1)!!}{j!} r^{j/2} (j+k)! \leq k! \sum_{j=0}^{p-k} \left( \frac{j+k}{k} \right) r^{j/2}.
\]

where (a) follows from Cauchy-Schwartz inequality, (b) follows \( \mathbb{E}[\sigma^*(z)^2] \leq 1 \), and (c) follows \( (j-1)!! \leq j! \). Therefore,

\[
(F.1) \leq k! e^k \sum_{j=0}^{p-k} (e^2 \sqrt{r})^j = k! e^k \sum_{j=0}^{p-k} (e \sqrt{r})^j \leq 2k! e^k (e \sqrt{r})^{\frac{p-k}{2}}.
\]

where (a) follows \( (j+k) \leq e^{j+k} \). For the second part of the statement, let \( \sup_{k \geq 0} \frac{2e^k(k+1)^4}{k!} = C < \infty \) (as \( k! \) grows faster than \( e^k (k+1)^4 \)). We have

\[
\sum_{k=0}^{p} \| \tilde{T}_k \|_F(k+1)^2 \leq \sum_{k=0}^{p} \left( \frac{2e^k(k+1)^4}{k!} \right)^{1/2} (e \sqrt{r})^{\frac{p-k}{2}} \leq C^{1/2} \sum_{k=0}^{p} (e \sqrt{r})^{\frac{p-k}{2}} \leq C (e \sqrt{r})^{\frac{p}{2}}.
\]
**Proposition 38** We consider MI (i.e., $s_{\mathcal{J}} = DV^\top w_{\mathcal{J}}$). For $k \in \mathbb{N}$ and $d \geq 2k$, we have

$$\inf_{\|T_k\|_F = 1, T_k \text{ is symmetric}} \left\langle \text{vec}(T_k), \mathbb{E}_w[\text{vec}(s_{\mathcal{J}}^{\otimes k}) \text{vec}(s_{\mathcal{J}}^{\otimes k})^\top \text{vec}(T_k)] \right\rangle \geq k! \frac{\sigma_r^{2k}(V|_{\mathcal{J}D})}{\mathbb{E}[\|w_{\mathcal{J}}\|_{2}^{2k}]}.$$  

**Proof** Let $T_k : (\mathbb{R}^{|D\gamma\tilde{k}|})^{\otimes k} \rightarrow \mathbb{R}$ be a symmetric tensor with $\|T_k\|_F = 1$. We have

$$\left\langle \text{vec}(T_k), \mathbb{E}[\text{vec}(s_{\mathcal{J}}^{\otimes k}) \text{vec}(s_{\mathcal{J}}^{\otimes k})^\top \text{vec}(T_k)] \right\rangle = \mathbb{E}[\|w_{\mathcal{J}}\|_{2}^{2k}]^{-1} \mathbb{E} \left[ \left\langle T_k, (DV^\top w_{\mathcal{J}})^{\otimes k} \right\rangle^2 \right],$$

where we use that $w/\|w\|_2$ and $\|w\|_2$ are independent. Let $\hat{T}_k : (\mathbb{R}^d)^{\otimes k} \rightarrow \mathbb{R}$ such that

$$\hat{T}_k[u_1, \ldots, u_k] = T_k[DV|^\top\mathcal{J}u_1, \ldots, DV|^\top\mathcal{J}u_k].$$

By using Lemma 8 and (Damian et al., 2022, Lemma 23), we have (F.2) $\geq k!\|\hat{T}_k\|_F^2 \mathbb{E}[\|w_{\mathcal{J}}\|_{2}^{2k}]^{-1} \geq k!\sigma_r^{2k}(V|_{\mathcal{J}D})\mathbb{E}[\|w_{\mathcal{J}}\|_{2}^{2k}]^{-1}.$

**Lemma 39** There exists $\tau > 0$ (that depends on $(k^*, \gamma_{k^*})$ for SI and universal for MI) such that for $b \sim N(0, 1)$, we have

$$\mathbb{P}[|\beta(b)| \geq \tau] \geq \frac{2}{3} \text{ and } \mathbb{P} \left[ \frac{N\tau}{N} \geq \frac{1}{3} \right] \geq 1 - \exp \left( -\frac{2N}{9} \right).$$

**Proof** In the following, we will prove an anti-concentration result for $\hat{\gamma}_k(b), k \in \mathbb{N}$. Note that by scaling the $k = k^*$ case with $|\gamma_{k^*}|$, the statement can be extended to SI. MI immediately follows from the $k = 2$ case.

For $k = 1$, since $\hat{\gamma}_k(b) \sim \text{Unif}[0, 1]$, if we take $\tau = 1/3$, we have the first statement. For $k = 2$, since $\hat{\gamma}_k(b) = \frac{e^{-\frac{b^2}{2}}}{\sqrt{2\pi}}$, if we choose $\tau = \frac{1}{e\sqrt{2\pi}}$, we have

$$\mathbb{P} [\hat{\gamma}_k(b) \geq \tau] = \mathbb{P} \left[ |b| \leq \sqrt{2} \right] \geq 1 - \frac{1}{e\sqrt{2}} \geq \frac{2}{3},$$

where we use $\mathbb{P}[|b| \geq t] \leq \frac{e^{-t^2/2}}{t}$ for (a). For $k \geq 3$, we have

$$|\hat{\gamma}_k(b)| \leq \frac{1/(e^2\sqrt{2\pi})}{(2C)^{k-2}} \left( \frac{\varepsilon}{k-2} \right)^{k-2} \sqrt{(k-2)!} \Rightarrow |b| \geq 2 \text{ OR } |H_{e_{k-2}}(-b)| \leq \left( \frac{\varepsilon/2C}{(k-2)} \right)^{k-2} \sqrt{(k-2)!},$$

where $C$ is the constant appeared in (Carbery and Wright, 2001, Theorem 8). Therefore, if we choose

$$\tau = \frac{1/(e^2\sqrt{2\pi})}{(2C)^{k-2}} \left( \frac{\varepsilon}{k-2} \right)^{k-2} \sqrt{(k-2)!} \left( \frac{k-2}{(k-1)!} \right)^{k-2},$$
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by (Carbery and Wright, 2001, Theorem 8), we have
\[ \mathbb{P}[|\gamma_k(b)| \leq \tau] \leq \mathbb{P}[|b| \geq 2] + \mathbb{P}
\left[ H_{\sigma_{k-2}}^2(-b) \leq \frac{1}{C^{2k-4}} \left( \frac{\epsilon}{2k-4} \right)^{2k-4} (k-2)! \right] \leq \frac{1}{2e^2} + \epsilon. \]

By choosing \( \epsilon = \frac{1}{6} \), we have the first part of the statement for \( k \geq 3 \) as well. The second part follows from Hoeffding’s inequality and the result in first part. □

F.2.1. Lemmas for Moments

**Lemma 40** For any event \( E \),

- **SI:** \( |E_w\left[ z_k(w,\sigma^k) \langle \sigma, x_i \rangle^k \mathbb{1}_E \right]| \leq |c_k| |g^{k(k^* - 1)}| \langle \sigma, x_i \rangle^{k^{\epsilon}} \mathbb{P}[E]^{1/2} \)
- **MI:** \( |E_w\left[ z_k(w,\sigma^k) \langle \sigma, V^T x_i \rangle^k \mathbb{1}_E \right]| \leq \frac{2^k}{(4k)^{1/4}} \sigma_\sigma^k \|V\|_{\mathcal{F}} \|V^T x_i\|_2^2 \mathbb{P}[E]^{1/4}. \)

**Proof** For SI:

\[ |E_w\left[ z_k(w,\sigma^k) \langle \sigma, x_i \rangle^k \mathbb{1}_E \right]| \leq |c_k| |\langle \sigma, x_i \rangle|^{k^{\epsilon}} \mathbb{E}_w\left[ \left( \frac{s_k^{2k}}{E_w[s_k^{2k}]} \right)^2 \right]^{1/2} \mathbb{P}[E]^{1/2} \]

\[ \leq |c_k| |\langle \sigma, x_i \rangle|^{k^{\epsilon}} \mathbb{P}[E]^{1/2}, \]

where we used Cauchy-Schwartz inequality for (a) and Lemma 63 for (b).

For MI: By using Cauchy-Schwartz inequality,

\[ E_w\left[ z_k(w,\sigma^k) \langle \sigma, V^T x_i \rangle^k \mathbb{1}_E \right] \leq E_w\left[ z_k^2(w,\sigma^k) \right]^{1/2} E\left[ \left( \frac{s_k^{2k}}{E_w[s_k^{2k}]} \right)^2 \right]^{1/4} \mathbb{P}[E]^{1/4}. \quad (F.3) \]

We have

\[ E\left[ \langle \sigma, V^T x_i \rangle \right]^{1/4} = ||(H x_i)_{\mathcal{F}}||_{2^{1/2}}^{4k} (4k - 1)! ||w||_{\mathcal{F}} ||w||_{2}^{4k} \]

\[ \leq a_1^{4k} ||V||_{\mathcal{F}} ||V^T x_i||_2^{4k} (4k - 1)! ||w||_{\mathcal{F}} ||w||_{2}^{4k} \quad (F.4) \]

where we used \((H x_i)_{\mathcal{F}} = V_{\mathcal{F}}DV^T x_i \) in the last step. Moreover, we have

\[ E_w\left[ z_k^2(w,\sigma^k) \right] \]

\[ = E_w\left[ vec(\bar{T}_k), E\left[ vec(s^{\otimes k}) vec(s^{\otimes k})^T \right]^T vec(s^{\otimes k}), E\left[ vec(s^{\otimes k}) vec(s^{\otimes k})^T \right]^T vec(\bar{T}_k) \right] \]

\[ = \left[ vec(\bar{T}_k), E\left[ vec(s^{\otimes k}) vec(s^{\otimes k})^T \right]^T vec(\bar{T}_k) \right] \]

\[ \leq \frac{\mathbb{E}[||w||_{\mathcal{F}}^{2k}]}{k! a_k^{2k} ||V||_{\mathcal{F}} } \quad (F.5) \]
where we used Proposition 38 in the last line. By using (F.4) and (F.5), we have
\[(F.3) \leq \left( \frac{(4k - 1)!!}{k!k!} \right)^{1/4} \frac{\sigma_k^k(V_{\gamma D})}{\sigma_k^k(V_{\gamma D})} \|V^\top x_i\|_2^k \mathbb{P}[E] \right)^{1/4} \leq \frac{2^k}{(4k)^{1/4}} \frac{\sigma_k^k(V_{\gamma D})}{\sigma_k^k(V_{\gamma D})} \|V^\top x_i\|_2^k \mathbb{P}[E]^{1/4},\]
where we use Stirling’s formula in the last step.

\[\square\]

F.3. Approximation of the target

We define
\[h(w, a^{(0)}, b^{(1)}, b^{(0)}_1) = \sum_{k=0}^p \nu_k(a^{(0)}, b^{(1)}) z_k(s_j) \mathbb{I}_E,\]
where
\[E \equiv \begin{cases} |s_j| \leq \frac{1}{\eta \tau} \text{ AND } \|v\|_{\mathcal{F}^c} \leq \frac{1}{4} \text{ AND } |\beta(b_i^{(0)})| \geq \tau \text{ AND } \max_{i \in [n]} \eta \beta(b_i^{(0)}) s_j \langle v, x_i \rangle \leq 1 & \text{SI} \smallskip \\ |s_j| \leq \frac{1}{\eta \tau} \text{ AND } \|V\|_{\mathcal{F}^c} \leq \frac{1}{4} \text{ AND } |\beta(b_i^{(0)})| \geq \tau \text{ AND } \max_{i \in [n]} \eta \beta(b_i^{(0)}) \langle s_j, V^\top x_i \rangle \leq 1 & \text{MI} \end{cases}\]

Lemma 41  Let us have iid \(\{b_i^{(0)}\}_{i \in [N]}\). We assume that: For SI, \(M \geq 2p(k^*-1), N^\tau > 0\) and \(\|v\|_{\mathcal{F}^c}^2 \leq \frac{1}{4}\). For MI, \(M \geq 2p, N^\tau > 0\) and \(\|V\|_{\mathcal{F}^c}^2 \leq \frac{1}{4}\). Then, there exists a constant \(C_{k^*} > 0\) depending on \(k^*\), and a universal constant \(\tilde{C} > 0\) such that the following holds:

For SI:

(i) \[\mathbb{E}_{(w, a^{(0)}, b^{(1)})} \left[ \frac{1}{N^\tau} \sum_{i=1}^N h(w, a^{(0)}, b^{(1)}, b_i^{(0)}) \phi \left( a^{(0)} \eta \beta(b_i^{(0)}) s_j \langle v, x_i \rangle + b^{(1)} \right) \right] - \sigma^*(\langle v, x_i \rangle) \]
\[\leq C_{k^*} e^{\frac{p}{2}} \left( \max_{k \leq p} |\langle v, x_i \rangle|^k \right) \mathbb{E}_w \left[ \left| s_j \right| \geq \frac{1}{\eta \tau} \text{ OR } \max_{i \in [n]} |s_j \langle v, x_i \rangle| > \frac{1}{\eta k^*} \right] \frac{1}{k^*} \]  \quad (F.6)
(ii) \[|h(w, a^{(0)}, b^{(1)}, b^{(0)})| \leq \tilde{C} e^{\frac{p}{2}} \max_{k \leq p} \frac{M^{k(k^*-1)}}{\eta^{2k^*}} \]  \quad (F.7)

For MI:

(i) \[\mathbb{E}_{(w, a^{(0)}, b^{(1)})} \left[ \frac{1}{N^\tau} \sum_{i=1}^N h(w, a^{(0)}, b^{(1)}, b_i^{(0)}) \phi \left( a^{(0)} \eta \beta(b_i^{(0)}) s_j \langle V^\top x_i \rangle + b^{(1)} \right) \right] - \tilde{\sigma}^*(V^\top x_i) \]
\[\leq C_{k^*} (e^{\sqrt{\tau}})^{\frac{1}{2}} \left( \frac{\sigma_1(V_{\gamma D})}{\sigma_r(V_{\gamma D})} \right)^{\frac{1}{2}} \left( \max_{k \leq p} \|V^\top x_i\|^k \right) \mathbb{E}_w \left[ \left| s_j \right|_2 \geq \frac{1}{\eta \tau} \text{ OR } \max_{i \in [n]} \langle s_j, V^\top x_i \rangle > \frac{1}{\eta} \right] \]  \quad (F.8)
(ii) \[|h(w, a^{(0)}, b^{(1)}, b^{(0)})| \leq \tilde{C}(e^{\sqrt{\tau}})^{\frac{1}{2}} \max_{k \leq p} \frac{M^k}{\eta^{2k^*}} \frac{M^k}{\sigma_r^2(D)} \]  \quad (F.9)
Proof We start with SI. Fix an $k \leq p$ and $l \in [N]$. We have

$$
\mathbb{E}_{(w,a^{(0)},b^{(1)})} \left[ \frac{1}{N^\tau} \sum_{l=1}^{N} h(w,a^{(0)},b^{(1)},b_l^{(0)}) \phi \left( a^{(0)} \eta \beta (b_l^{(0)}) s_{\tau} \langle v, x_i \rangle + b^{(1)} \right) \right]
$$

\begin{equation}
(b) = \frac{1}{|\beta(b_l^{(0)})| \geq \tau \mathbb{E}_{w} \left[ \mathbb{1}_{E^k} (s_{\tau}) s_{\tau}^k \langle v, x_i \rangle ^k \right]}
\end{equation}

\begin{equation}
(a) = \frac{1}{|\beta(b_l^{(0)})| \geq \tau \mathbb{E}_{w} \left[ \mathbb{1}_{E^k} (s_{\tau}) s_{\tau}^k \langle v, x_i \rangle ^k \right]}
\end{equation}

where we use Lemma 36 in (a) and the definition of $z_k$ and $\|v_{\tau}\|_2^2 > 0$ in (b). Therefore, we have

$$
\left| \mathbb{E}_{(w,a^{(0)},b^{(1)})} \left[ \frac{1}{N^\tau} \sum_{l=1}^{N} h(w,a^{(0)},b^{(1)},b_l^{(0)}) \phi \left( a^{(0)} \eta \beta (b_l^{(0)}) s_{\tau} \langle v, x_i \rangle + b^{(1)} \right) \right] \right| - \sigma^* (\langle v, x_i \rangle)
$$

\begin{equation}
\leq \left( \max_{k \leq p} |\langle v, x_i \rangle|^k \right) \beta \left( |E^c|^1/2 \sum_{k=0}^{p} |c_k| g^k (k^* - 1) \right)
\end{equation}

where we use Lemma 40 for (a). By Lemma 37, we have

$$
\sum_{k=0}^{p} |c_k| g^k (k^* - 1) \leq \sum_{k=0}^{p} \frac{\sqrt{2} g^k (k^* - 1)}{\sqrt{k!}} e^{\frac{p-k}{2}} \leq C e^{\frac{g^p}{2} e^{\frac{p}{2}}},
$$

(F.11)

where (a) follows $\eta \geq \sqrt{e}$. By observing that $|\beta(b_l^{(0)})| \leq k^*$ and $E^c \Rightarrow \max_{i \in [n]} |s_{\tau} \langle v, x_i \rangle | > \frac{1}{\eta \epsilon \tau}$, we have (F.6). For (F.7), by Lemma 36, we have

$$
\frac{|v_k(a^{(0)},b^{(1)})|}{\eta^k \beta^k (b_l^{(0)})} \leq \frac{6 \sqrt{2} (k + 1)^2}{\eta^k \tau}
$$

(F.12)

Moreover,

$$
|z_k(s_{\tau})| \mathbb{1}_{E} \leq \frac{|c_k|}{\eta^k \tau} \mathbb{1}_{E} \frac{1 \mathbb{1}_{E^2}}{\eta^k \tau} \leq \frac{|c_k| 4^k (k^* - 1) M^k (k^* - 1)}{\eta^k \tau}
$$

where we use $E \Rightarrow |s_{\tau}| \leq \frac{1}{\eta \tau}$ for (a), $\|v_{\tau}\|_2^2 \leq \frac{1}{4}$ and $M \geq 2p(k^* - 1)$ for (b), and $\frac{4^k (k^* - 1)}{(2k^* - 1)} = \frac{2^k (k^* - 1)}{(k^* - 1)!!} \leq c^2$ for (c). Therefore,

$$
|h(w,a^{(0)},b^{(1)},b_l^{(0)})| \leq \sum_{k=0}^{p} \frac{M^k (k^* - 1)}{\eta^k \tau^2} \frac{6 e^2 \sqrt{2} (k + 1)^2 |c_k|}{\eta^k \tau^2} \leq \tilde{C} e^{\frac{p}{2}} \max_{k \leq p} \frac{M^k (k^* - 1)}{\eta^{k^* - 1}}
$$
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Recall that moreover let $Y$ using the bounds for MI proven above, we can obtain (F.8). For (F.9), we observe that where we used Lemma 37 for (a). For MI, by adjusting the arguments between (F.10)-(F.11) by $N$ for (a). For MI, by adjusting the arguments between (F.10)-(F.11) by $N$ for (a). For MI, by adjusting the arguments between (F.10)-(F.11) by $N$ for (a). For MI, by adjusting the arguments between (F.10)-(F.11) by $N$ for (a). By (F.12) and Lemma 37, we have

$$|h(w, a^{(0)}, b^{(1)}, b^{(0)})| \leq \sum_{k \leq p} \frac{M^k \sqrt{2}e^4(k + 1)^2}{\eta_2^k\tau^2\sigma_J^2(D)} \|\tilde{T}_k\|_F \leq \tilde{C}(\varepsilon\sqrt{p})^\mu \max_{k \leq p} \frac{M^k}{\eta_2^k\tau^2\sigma_J^2(D)}.$$

**F.4. Empirical Approximation**

For the following theorem, we introduce:

$$\|X\|_{\psi_2} := \inf \left\{ t > 0 \mid \mathbb{E}_{(w, a^{(0)}, b^{(1)})} \left[ \exp \left( \frac{X^2}{t^2} \right) \right] \leq 2 \right\}.$$

For the following, let us assume that we have i.i.d. $\{(w_j, a_j^{(0)}, b_j^{(1)}, b_j^{(0)})\}_{j \in [m]}$ and for $B, N \in \mathbb{N}$, let $m = B \cdot N$. We will double index parameters as $w_{jl} = w_{(j-1)N+l}$, $j \in [B]$ and $l \in [N]$. Recall that

$$h(w, a^{(0)}, b^{(1)}, b^{(0)}) := \sum_{k=0}^p \frac{\nu_k(a^{(0)}, b^{(1)})}{\eta_2^k\beta_k(b^{(0)})} z_k(s_j) \mathbb{I}.$$

We let

$$Y_{jl} := \begin{cases} h(w_{jl}, a^{(0)}_{jl}, b^{(1)}_{jl}, b^{(0)}_{jl}) \phi(a^{(0)}_{jl} \eta_2^k(b^{(0)}_{jl})) \left\langle v, \frac{w_{jl}}{\|w_{jl}\|_2} \right\rangle^{k^* - 1} \left\langle v, x_i \right\rangle \left( b^{(1)}_{jl} \right) & \text{SI} \\ h(w_{jl}, a^{(0)}_{jl}, b^{(1)}_{jl}, b^{(0)}_{jl}) \phi(a^{(0)}_{jl} \eta_2^k(b^{(0)}_{jl})) \left\langle DV^\top \frac{w_{jl}}{\|w_{jl}\|_2}, V^\top x_i \right\rangle \left( b^{(1)}_{jl} \right) & \text{MI} \end{cases}$$

Moreover let $Y_j := \frac{1}{N^2} \sum_{l=1}^N Y_{jl}$ and $N^*_j := \sum_{l=1}^N 1_{|\beta(b^{(0)}_{jl})| \geq \tau}$. We have the following statement:

**Lemma 42** We assume that: For SI, $M \geq 2p(k^* - 1)$, and $N^*_j > N/3$. For MI: $M \geq 2p$, and $N^*_j > N/3$. Then, there exists a universal constant $\tilde{C} > 0$ such that

$$\|Y_j - \mathbb{E}_{(w, a^{(0)}, b^{(1)})}[Y_j]\|_{\psi_2} \leq \tilde{C} \begin{cases} \frac{\sqrt{p} \max_{k \leq p} \frac{M^{k(k^* - 1)}}{\eta_2^k\tau^2\sigma_J^2(D)}}{\sqrt{N}} & \text{SI} \\ \frac{\sqrt{N} \max_{k \leq p} \frac{M^k}{\eta_2^k\tau^2\sigma_J^2(D)}}{\sqrt{N}} & \text{MI.} \end{cases}$$
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**Proof** For both SI and MI, there exists a universal $C > 0$ such that we have

$$
\|Y_j - \mathbb{E}_{(\mathbf{w}, \mathbf{a}^{(0)}, \mathbf{b}^{(1)})} [Y_j]\|^2_{\psi_2} = \left\| \frac{1}{N^r} \sum_{i=1}^N Y_{jl} - \mathbb{E}_{(\mathbf{w}, \mathbf{a}^{(0)}, \mathbf{b}^{(1)})} [Y_{jl}] \right\|^2_{\psi_2} \leq C \sum_{i=1}^N \|Y_{jl}\|^2_{\psi_2}. \quad (F.13)
$$

Since $\phi(t)^2 \leq t^2$, for SI, we have

$$
\|Y_{jl}\|_{\psi_2} \leq \left\| h(\mathbf{w}_{jl}, a_{jl}^{(0)}, b_{jl}^{(1)}, b_{jl}^{(0)}) \left( a_{jl}^{(0)} \eta \beta(b_{jl}^{(0)}) \left( \mathbf{v}, -\mathbf{w}_{jl} \right)_{\mathcal{F}}^{k^*-1} (\mathbf{v}, \mathbf{x}_i) + \bar{b}_{jl}^{(1)} \right) \right\|_{\psi_2}^{(a)} \leq \tilde{C} e^p \max_{k \leq p} \frac{M^{k(k^*-1)}}{\eta^{2k^*2k}} ,
$$
where (a) follows by the definition of $E$ and $\|\bar{b}_{jl}^{(1)}\|_{\psi_2} \leq 3$. For MI, we have

$$
\|Y_{jl}\|_{\psi_2} \leq \left\| h(\mathbf{w}_{jl}, a_{jl}^{(0)}, b_{jl}^{(1)}, b_{jl}^{(0)}) \phi \left( a_{jl}^{(0)} \eta \beta(b_{jl}^{(0)}) \left( D \mathbf{v}, \mathbf{w}_{jl} \right)_{\mathcal{F}}^{k^*-1} D \mathbf{v}^\top \mathbf{x}_i + \bar{b}_{jl}^{(1)} \right) \right\|_{\psi_2}^{(b)} \leq \tilde{C} (e \sqrt{\rho}) \max_{k \leq p} \frac{M^{k}}{\eta^{2k^*2k}\sigma_r^2(D)} ,
$$
where (a) follows from $\phi(t)^2 \leq t^2$, (b) follows by the definition of $E$ and $\|\bar{b}_{jl}^{(1)}\|_{\psi_2} \leq 3$. By (F.13) and $N_j^r > N/3$, the statement follows.

Let $\text{poly}(\cdot)$ a polynomial respectively, depending on $(p, k^*, \gamma_{k^*})$ for SI, and $(p, r, \sigma_1(D)/\sigma_r(D))$ for MI, which will be defined later (see (F.14)). We define the following event:

$$
\bar{E} \equiv \left\{ \begin{array}{ll}
\left| \frac{1}{B} \sum_{j=1}^B Y_j - \sigma^* (\langle \mathbf{v}, \mathbf{x}_i \rangle) \right| \geq \text{poly} [\log n, \log \delta] \log \frac{2n}{\sqrt{m}} + \frac{1}{n} & \text{SI} \\
\left| \frac{1}{B} \sum_{j=1}^B Y_j - \sigma^* (\mathbf{V}^\top \mathbf{x}_i) \right| \geq \text{poly} [\log n, \log \delta] \log \frac{2n}{\sqrt{m}} + \frac{1}{n} & \text{MI} 
\end{array} \right.
$$

**Lemma 43** There exists a constant $C > 0$ depending on $(k^*, \gamma_{k^*})$ for SI and $r$ for MI such that if we have

**For SI:**

1. $\max_{i \in [n]} |\langle \mathbf{v}, \mathbf{x}_i \rangle| \leq \sqrt{3} \sqrt{1 + \log (4n \delta^u)}$.
2. $\eta = \frac{1}{C} \sqrt{1 + \log (4n \delta^u)} \frac{\log^2 (\frac{1}{\delta^u})}{\sqrt{m}}$ where $P = n^2 [C (1 + \log (4n \delta^u))]^p$.
3. $M \geq 2p (k^* - 1) \lor 16 \log (P)$.
4. $\|\mathbf{v}\|_{\mathcal{F}}^2 \leq 1/4$.
5. $N_j^r \geq N/3$ for all $j \in [B]$.

**For MI:**

1. $\max_{i \in [n]} \|\mathbf{V}^\top \mathbf{x}_i\| \leq \sqrt{3} \sqrt{r + \log (4n \delta^u)}$.
2. $\eta = \frac{1}{C} \frac{\log (\frac{1}{\delta^u})}{\sqrt{r + \log (4n \delta^u)}}$ where $P = n^4 (\frac{M}{\sigma_1(D) \sqrt{r + \log (4n \delta^u)}})^{2p}$.
3. $M \geq 2p \lor 16 \log (P)$.
4. $\|\mathbf{V}\|_{\mathcal{F}}^2 \leq 1/4$.
5. $N_j^r \geq N/3$ for all $j \in [B]$. 
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then, the following holds:

\[- \max_{k \leq p} \frac{e^\frac{k}{2} M^{k(k^* - 1)}}{\eta^{2k + 2k^*} \sigma_r^{2k}(D)} \leq C^2 p e^{\frac{k}{2}} (1 + \log(4n d^u))^p (1 + \log(P))^p (k^* - 1)^p \]

\[- \max_{k \leq p} \frac{(e \sqrt{r})^k M^k}{\eta^{2k + 2k^*} \sigma_r^{2k}(D)} \leq C^2 p (e \sqrt{r})^k \left( \frac{\sigma_1(D)}{\sigma_r(D)} \right)^{2p} \left( r + \log(4n d^u) \right)^p (1 + \log(P))^p \]

\[- \mathbb{P}_{(\omega, a^{(0)}, b^{(1)})}[\overline{E}] \leq \delta \]

**Proof** For SI, we have

\[\max_{k \leq p} \frac{e^\frac{k}{2} M^{k(k^* - 1)}}{\eta^{2k + 2k^*} \sigma_r^{2k}(D)} = e^\frac{k}{2} \max_{k \leq p} \left( \frac{M^k}{\eta^{2k + 2k^*} \sigma_r^{2k}(D)} \right) \]

\[= C^2 p e^{\frac{k}{2}} (1 + \log(4n d^u))^p (1 + \log(P))^p \]

For MI, we have

\[(e \sqrt{r})^k \left( \frac{\max_{k \leq p} M^k}{\eta^{2k + 2k^*} \sigma_r^{2k}(D)} \right) \]

\[= (e \sqrt{r})^k \left( \frac{\sigma_1(D)}{\sigma_r(D)} \right)^{2p} \left( \max_{k \leq p} C^{2k} (r + \log(4n d^u))^k (1 + \log(P))^k \right) \]

\[= C^2 p (e \sqrt{r})^k \left( \frac{\sigma_1(D)}{\sigma_r(D)} \right)^{2p} (r + \log(4n d^u))^p (r + \log(P))^p \]

Let

\[poly(\log n, \log d^u) \geq \begin{cases} C^p e^\frac{p}{2} (1 + \log(4n d^u))^p (1 + \log(P))^p & \text{SI} \\ C^p (e \sqrt{r})^k \left( \frac{\sigma_1(D)}{\sigma_r(D)} \right)^{2p} (r + \log(4n d^u))^p (1 + \log(P))^p & \text{MI} \end{cases} \quad (F.14) \]

By Lemma 42, for both SI and MI, we have

\[\mathbb{P}_{(\omega, a^{(0)}, b^{(1)})} \left[ \left| \frac{1}{B} \sum_{j=1}^{B} Y_j - E_{(\omega, a^{(0)}, b^{(1)})}[Y_j] \right| \geq \text{poly}(\log n, \log d^u) \sqrt{\frac{\log(2/\delta)}{m}} \right] \leq \delta. \]

By Lemma 41, we have

**SI**:
\[\left| E_{(\omega, a^{(1)}, b^{(1)})}[Y_j] - \sigma^\star(\langle v, x_i \rangle) \right| \leq C_k \cdot e^\frac{p}{2} \left( \max_{k \leq p} |\langle v, x_i \rangle|^k \right) \mathbb{P}_w \left[ |s_\sigma| \geq \frac{1}{\eta \tau} \text{ OR } \max_{i \in [n]} |s_\sigma \langle v, x_i \rangle| > \frac{1}{\eta k^*} \right]^\frac{1}{2} \]

**MI**:
\[\left| E_{(\omega, a^{(0)}, b^{(1)})}[Y_j] - \tilde{\sigma}^\star(\langle V^\top x_i \rangle) \right| \leq C_k \cdot (e \sqrt{r})^k \left( \frac{\sigma_1(V \langle D \rangle)}{\sigma_r(V \langle D \rangle)} \right)^p \left( \max_{k \leq p} \|V^\top x_i\|^k \right) \mathbb{P}_w \left[ \|s_\sigma\|_2 \geq \frac{1}{\eta \tau} \text{ OR } \max_{i \in [n]} |s_\sigma \langle V^\top x_i \rangle| > \frac{1}{\eta} \right]^\frac{1}{2} \]
Therefore, for both SI and MI, we have
\[
\mathbb{P}_{(w,a^{(0)},b^{(1)})} \left[ \frac{1}{B} \sum_{j=1}^{B} Y_j - \tilde{\sigma}^* (V^\top x_i) \geq A_1 + A_2 \right] \leq \delta
\]

For SI, by Lemmas 59 and 60, we have
\[
\mathbb{P} \left[ \|s_J\| \geq \frac{1}{\eta T} \right] \leq \frac{2}{P} \quad \text{and} \quad \mathbb{P} \left[ \max_{i \in [n]} |\langle v, x_i \rangle| \geq \frac{1}{\eta k^*} \right] \leq \frac{2}{P},
\]
where we choose \( C \geq 1 \vee \frac{k^* \sqrt{3}}{2} \frac{k^* - 1}{2} \) for (a) and (b). Therefore, by choosing \( C \geq 3 \sqrt{e} (2C_k^*)^{2/p} \), we have
\[
A_2 \leq 2C_k^* e^{\frac{P}{2}} \left( \sqrt{3} \sqrt{1 + \log(4nd^u)} \right)^{\frac{P}{2}} \frac{1}{\sqrt{P}} \leq \frac{1}{n}.
\]

For MI, the same argument with its corresponding bounds applies.

\[\text{F.5. Concentration Bound for a Desirable Event}\]

**Corollary 44** We fix \( u \in \mathbb{N} \). For any \( \varepsilon > 0 \), if
\[
m = \Theta(d^\varepsilon), \quad d \geq O(M) \quad \text{and} \quad c = \frac{1}{\log d},
\]
n and \( M \) are chosen as in Lemmas 34 and 35 for SI and MI respectively, and
\[
\eta = \frac{1}{\tau C} \begin{cases} 
\frac{1}{\sqrt{1 + \log(4nd^u)}} & \text{SI} \\
\frac{M}{1 + \log(P)} & \text{MI}
\end{cases}
\]

where \( P = \begin{cases} 
\frac{n^2 [C (1 + \log(4nd^u))]^P}{\sqrt{1 + \log(4nd^u)}} & \text{SI} \\
\frac{n^4 [C (r + \log(4nd^u))]^{2p}}{\sqrt{r + \log(4nd^u)}} & \text{MI}
\end{cases} \)

and \( C \) is the constant appeared in Lemma 43, we have with probability at least \( 1 - (16 + 6m)d^{-u} \), the intersection of the statements

1. \( \max_{j \in [2m]} \| W_j^{(1)} \|_2 \leq \tilde{O}(1) \)
2. \( \| \tilde{\mu} |_J \|_2 \leq 1 + O \left( \frac{1}{\sqrt{M}} \right) \)
3. \( \| b^{(1)} \|_2 \leq 4m \) and \( \| b^{(1)} \|_4 \leq 6m \) and \( \| b^{(1)} \|_\infty \leq \tilde{O}(1) \)
4. There exists \( \tilde{a} \in \mathbb{R}^{2m} \) such that
\[
\| \tilde{a} \|_2^2 \leq \begin{cases} 
O \left( \frac{(1 + \log(4nd^u))^{2p}(1 + \log(P))^{2p(k^* - 1)}}{m} \right) & \text{SI} \\
O \left( \frac{(r + \log(4nd^u))^{2p}(r + \log(P))^{2p}}{m} \right) & \text{MI}
\end{cases}
\]

and
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We consider the intersection of the following events:

Moreover let

where $O$ suppresses constants, and $\tilde{O}$ suppresses constants and $\text{Poly} \mid \log n, \log d \mid$ depending on the problem parameters $^3$.

Let $\tau > 0$ be the values defined in Lemma 39, $N = \lfloor \sqrt{m} \rfloor$, and let

Moreover let

We consider the intersection of the following events:

E1. $N_j^2 \geq N/3$ for all $j \in [B]$

E2. For SI Proposition 28, for MI Proposition 30 holds for all $j \in [2m]$ with $\delta = d^{-u}$

E3. For SI: $||v||_{\mathcal{J}^{\delta}} \leq O\left(\frac{1}{\rho_1 \log^{u/2} d}\right)$. For MI: $||\mathbb{E}[y]||_{\mathcal{J}^{\delta}} \leq O\left(\frac{1}{\rho_1 \log^{u/2} d}\right)$.

E4. We have

for SI and MI respectively.

E5. $||\bar{a}||^2 \leq \begin{cases} O\left(\frac{(1+\log(4n^d))^{2p}(1+\log(P))^{2p(k^*-1)}}{\rho_1 \log^{u/2} d}\right) & \text{SI} \\ O\left(\frac{(r+\log(4n^d))^{2p}(r+\log(P))^{2p}}{\rho_1 \log^{u/2} d}\right) & \text{MI} \end{cases}$

E6. $\frac{1}{n} \sum_{i=1}^{n} (\bar{y}_i - \hat{y}_i)^2 \leq \tilde{O}\left(\frac{1}{M} \right) + \begin{cases} O\left(\frac{(1+\log(4n^d))^{2p}(1+\log(P))^{2p(k^*-1)}}{\rho_1 \log^{u/2} d}\right) & \text{SI} \\ O\left(\frac{(r+\log(4n^d))^{2p}(r+\log(P))^{2p-1}}{\rho_1 \log^{u/2} d}\right) & \text{MI} \end{cases}$

E7. For MI: $\frac{1}{n} \sum_{i=1}^{n} (\mathbb{E}[y|x_i] - \langle \bar{\mu}^{\mathcal{J}}, x_i \rangle)^2 \leq O\left(\frac{1}{\rho_1 \log^{u/2} d} + \frac{1}{M} \right)$

3. Specifically, $(k^*, \gamma_{k^*}, u, p, \varepsilon, \alpha, C_1, C_2, C_{\alpha^*}, \Delta)$ for SI $(\sigma_1(H), \sigma_\varepsilon(H), u, p, \varepsilon, \alpha, C_1, C_2, C_{\alpha^*}, r, \Delta)$ for MI.
Lemma 45  With the choice of parameters in Corollary 44, the intersection of (E.1)-(E.7) holds with probability at least $1 - (11 + 4m)d^{-u}$.

Proof  Since $N = [\sqrt{m}]$, by using Lemma 39 and union bound, we can show that (E.1) holds with probability at least $1 - \Theta(d^{u/2}) \exp \left( -\Theta(d^{u/2}) \right) \geq 1 - d^u$ for large enough $d$ depending on $(u, \varepsilon)$. Since with a sufficiently large constant factor, $M$ satisfies the condition in Propositions 28 and 30, we have (E.2) holds with probability at least $1 - 2md^{-u}$. By Lemmas 34, 35 and the choice of parameters, we can show that (E.3) holds with probability at least $1 - 4d^{-u}$. By Corollary 58 we have that (E.4) holds with probability at least $1 - d^{-u}$. For (E.5), by Lemmas 41 and 43, we have

$$|\hat{a}_j| \leq \begin{cases} O \left( \frac{N}{{N_j}^{\frac{1}{m}}} \max_{k \leq p} \frac{M_{k^{(k^*)-1}}}{\eta^2 P_{k^*}^2} \right), & \text{SI} \\ O \left( \frac{N}{{N_j}^{\frac{1}{m}}} \max_{k \leq p} \frac{M_{k^{(k^*)}}}{\eta^2 P_{k^*}} \right), & \text{MI} \end{cases}$$

Hence, (E.5) follows. For the following, we additionally consider the intersection of the following events:

\( \tilde{E}.1 \) Lemma 24 holds for $\phi(t) = t$ with $\delta = d^{-u}$.

\( \tilde{E}.2 \) Lemma 26 holds for $\phi(t) = t$ with $\delta = d^{-u}$.

\( \tilde{E}.3 \) Lemma 60 holds for all $W_{j^*}^{(0)}$, $j \in [2m]$, with $\delta = d^{-u}$.

\( \tilde{E}.4 \) For SI, Lemma 61 holds for $A = \left\{ \frac{w_j}{||w_j||_2}, |J| \leq M \right\}$ with $\delta = d^{-u}$.

\( \tilde{E}.5 \) For MI, Lemma 61 holds for $A = \left\{ \left\{ \frac{E[jw_j]}{||E[jw_j]||_2}, |J| \leq M \right\} \right\}$ and conditioned on $W$ (see (INIT)), holds for $A = \left\{ \frac{H_{J^* \times J} W_{j^*}^{(0)}}{||H_{J^* \times J} W_{j^*}^{(0)}||_2}, |J| \leq M \right\}$ each with $\delta = d^{-u}$.

Note that the intersection of the given events holds with probability at least $1 - 5d^{-u} - 2md^{-u}$.

For (E.6), we observe that $W_{j^*}^{(1)} = \eta_{a_j^{(0)}} g(W_{j^*}^{(0)}, b_{j^*}^{(0)}) |_{\mathcal{J}}$, where $g$ is defined in (D.1). By Cauchy-Schwarz and triangle inequalities, we have

$$\frac{1}{n} \sum_{i=1}^{n} (\tilde{y}_i - \hat{y}_i)^2 \leq 2 \eta^2 ||\hat{a}||_2^2$$

\begin{align*}
&\leq 2 \eta^2 \left\{ \sum_{j=1}^{2m} \frac{1}{n} \sum_{i=1}^{n} \left( g(W_{j^*}^{(0)}, b_{j^*}^{(0)}) |_{\mathcal{J}} - \beta(b_{j^*}^{(0)}) \left( v, W_{j^*}^{(0)} \right)^{k^*} u |_{\mathcal{J}}, x_i \right) \right)^2 \text{SI} \\
&\quad + \sum_{j=1}^{2m} \frac{1}{n} \sum_{i=1}^{n} \beta(b_{j^*}^{(0)}) \left( v, W_{j^*}^{(0)} \right)^{k^*} \left( v |_{\mathcal{J}}, x_i \right) \right)^2 \text{SI} \\
&\quad + \sum_{j=1}^{2m} \frac{1}{n} \sum_{i=1}^{n} \left( g(H_{J^* \times J} W_{j^*}^{(0)}, b_{j^*}^{(0)}) |_{\mathcal{J}} - \beta(b_{j^*}^{(0)}) H_{J^* \times J} W_{j^*}^{(0)}, x_i \right) \right)^2 \text{MI} \\
&\quad + \sum_{j=1}^{2m} \frac{1}{n} \sum_{i=1}^{n} \beta(b_{j^*}^{(0)}) \left( H_{J^* \times J} W_{j^*}^{(0)}, x_i \right) \right)^2 \text{MI} \right. \\
&\quad + \left. \sum_{j=1}^{2m} \frac{1}{n} \sum_{i=1}^{n} \left( \beta(b_{j^*}^{(0)}) \left( H_{J^* \times J} W_{j^*}^{(0)}, x_i \right) \right)^2 \text{MI} \right) \\
&\leq \left( F.16 \right)
\end{align*}
Hence,

\[
(F.16) \leq 4m\eta^2\|\tilde{\mu}\|^2_2 \leq \tilde{O}\left(\frac{1}{M}\right) + \begin{cases} 
O\left( M \log^2 \left( \frac{24dn}{M} \right) \frac{\log^2 (12nd^u)}{n} + \left( 1 + \log \left( \frac{4d^n}{M} \right) \right)^k \right) & \text{SI} \\
O\left( \frac{M}{n} \left( \log^2 \left( \frac{35dn}{M} \right) \log^2 (18nd^u) \right) + \left( \frac{r + \log (4d^n)}{M} \right)^{k^*} \right) & \text{MI}
\end{cases} 
\]

where we use (E.2), and (E.2)-(E.5) for (a) and (E.5) and (F.15) for (b). Lastly,

\[
\frac{1}{n} \sum_{i=1}^{n} \left( \langle E[y^x], x_i \rangle - \langle \hat{\mu} |_{\mathcal{F} \setminus J}, x_i \rangle \right)^2 \leq \frac{1}{n} \sum_{i=1}^{n} x_i x_i^\top \|\langle \hat{\mu} - E[y^x] |_{\mathcal{F} \setminus J}, x_i \rangle \|^2 + \frac{2}{n} \sum_{i=1}^{n} \langle E[y^x] |_{\mathcal{F} \setminus J}, x_i \rangle^2 \\
\leq O \left( M \log^2 \left( \frac{24dn}{M} \right) \frac{\log^2 (6nd^u)}{n} + \|E[y^x] |_{\mathcal{F} \setminus J}\|^2 \right),
\]

where we used (E.1)-(E.2) for (a). By (E.3), (E.7) follows. 

**Proof** [Proof of Corollary 44] We assume the intersection of (E.1)-(E.7) and (E.1)-(E.5) holds. By recalling that \( W_{j^*}^{(1)} = a_j^{(0)} \eta g \left( W_{j^*}^{(0)}, b_j^{(0)} \right) \), we have

\[
\|W_{j^*}^{(1)}\|_2 = \eta \left\| g \left( W_{j^*}^{(0)}, b_j^{(0)} \right) \right\|_2 \leq \begin{cases} 
O\left( \left( \frac{1 + \log (4d^n)}{M} \right)^{\frac{k - 1}{2}} \right) + \sqrt{M \log^2 \left( \frac{24dn}{M} \right) \frac{\log^2 (12nd^u)}{n}} & \text{SI} \\
O\left( \left( \frac{r + \log (4d^n)}{M} \right)^{\frac{k}{2}} + \sqrt{M \log^2 \left( \frac{35dn}{M} \right) \frac{\log^2 (18nd^u)}{n}} \right) & \text{MI}
\end{cases}
\]

where we use (E.2) in (a).

For (C.2), for SI \( \hat{\mu} = 0 \), therefore, the statement is trivial in this case. For MI, by (E.1), we can write

\[
\|\hat{\mu} |_{\mathcal{F}}\| \leq \|\hat{\mu} - E[y^x] |_{\mathcal{F}}\|_2 + \|E[y^x] |_{\mathcal{F}}\|_2 \leq 1 + O \left( \sqrt{M \log^2 \left( \frac{24dn}{M} \right) \frac{\log^2 (6nd^u)}{n}} \right)
\]

where (a) follows since \( \|E[y^x] \|_2 \leq 1 \).

For (C.3), by using Lemma 56, we have with probability \( 1 - d^{-u} \), for \( d \) is large enough

\[
\|b^{(1)}\|_2 \leq 2m + 2\sqrt{2m \log d^u} + 2 \log d^u \leq 3m.
\]
Moreover, by Lemma 63, we observe that $\mathbb{E} \left[ \left( \frac{1}{2m} \sum_{j=1}^{2m} b_j^4 - 3 \right)^p \right]^{1/p} \leq \frac{p^2 \mathbb{E}\|b\|^4}{\sqrt{m}}$. Therefore, with probability $1 - d^{-u}$, for $d$ is large enough

$$\frac{1}{2m} \sum_{j=1}^{2m} b_j^4 - 3 \leq \frac{e \log^2 d^u \mathbb{E}\|b\|^4}{\sqrt{m}} \Rightarrow \|b\|^4 \leq 7m$$

Moreover, by using standard Gaussian concentration with union bound, we have with probability $1 - 2md^{-u}$, $\|b^{(1)}\|_\infty \leq \sqrt{\log(d^u)}$. (C.4) directly follows from (E.5).

For (C.5) in SI, we have

$$\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}(x_i; (\tilde{a}, W^{(1)}, b^{(1)})))^2 \leq \frac{1}{n} \sum_{i=1}^{n} (\sigma^* (\langle v, x_i \rangle) - \hat{y}_i)^2 + \frac{\sqrt{\Delta}}{n} \sum_{i=1}^{n} (\sigma^* (\langle v, x_i \rangle) - \hat{y}_i) \epsilon_i$$

$$+ \Delta \sum_{i=1}^{n} \epsilon_i^2$$

By using $\delta = d^{-u}$ in Lemma 43 and (E.6), we have with probability at least $1 - d^{-u}$

$$\frac{1}{n} \sum_{i=1}^{n} (\sigma^* (\langle v, x_i \rangle) - \hat{y}_i)^2 \leq \frac{2}{n} \sum_{i=1}^{n} (\sigma^* (\langle v, x_i \rangle) - \hat{y}_i)^2 + \frac{2}{n} \sum_{i=1}^{n} (\hat{y}_i - \hat{y}_i)^2$$

$$\leq \tilde{O} \left( \frac{1}{m} + \frac{1}{n} + \frac{1}{M} \right) + O \left( \frac{(1 + \log(4nd^u))^{2p}(1 + \log(P))^{2p(k^* - 1)}}{\rho_1 \log^2 d} \right).$$

Since $\epsilon_i$ has 1-Subgaussian norm, we have with probability at least $1 - 2d^{-u}$,

$$\frac{\sqrt{\Delta}}{n} \sum_{i=1}^{n} (\sigma^* (\langle v, x_i \rangle) - \hat{y}_i) \epsilon_i \leq \sqrt{\frac{\Delta \log(2d^u)}{n}} \left( \frac{1}{n} \sum_{i=1}^{n} (\sigma^* (\langle v, x_i \rangle) - \hat{y}_i)^2 \right)^{1/2}$$

$$\frac{1}{n} \sum_{i=1}^{n} \epsilon_i^2 - \mathbb{E} \epsilon_i^2 \leq \tilde{O} \left( \frac{1}{\sqrt{n}} \right).$$

Therefore, (C.5) follows for SI. For MI,

$$\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}(x_i; (\tilde{a}, W^{(1)}, b^{(1)})))^2 \leq \frac{1}{n} \sum_{i=1}^{n} (\sigma^* (V^\top x_i) - \hat{y}_i)^2 + \frac{\sqrt{\Delta}}{n} \sum_{i=1}^{n} (\sigma^* (V^\top x_i) - \hat{y}_i) \epsilon_i$$

$$+ \Delta \sum_{i=1}^{n} \epsilon_i^2$$

We observe that

$$(\sigma^* (V^\top x_i) - \hat{y}_i)^2 \leq 2(\sigma^* (V^\top x_i) - \hat{y}_i)^2 + 2(\hat{y}_i - \hat{y}_i)^2$$

$$\leq 4 \left( \tilde{\sigma}^* (V^\top x_i) - \sum_{j=1}^{2m} \tilde{a}_j \phi (a_j^{(0)} \eta \beta (b_j^{(0)})) \left( HW^{(0)}_{ij} x_i - b_j^{(1)} \right) \right)^2$$

$$+ 4 \left( \mathbb{E} [y x_i] - \langle \hat{\mu} \mid \mathcal{J}, x_i \rangle \right)^2 + 2(\hat{y}_i - \hat{y}_i)^2$$
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Therefore, by using $\delta = d^{-u}$ in Lemma 43 and by (E.6) and (E.7), we have with probability $1 - d^{-u}$

$$\frac{1}{n} \sum_{i=1}^{n} (\sigma^*(V^\top x_i) - \hat{y}_i)^2 \leq O \left( \frac{(r + \log(4nd^n))^2 \rho_1}{\rho_1 log^p d} (r + \log(P))^{2p} \right) + \tilde{O} \left( \frac{1}{m} + \frac{1}{M} + \frac{1}{n} \right).$$

By the same argument in (F.17), (C.5) holds for MI as well.

\section*{F.6. Main Result}

\textbf{Theorem 46 (Restatement of Theorems 4 and 5)} Under the parameter choice given in Corollary 44, for $\lambda_1 = \frac{m}{\rho_1 log^p d}$, $\eta_t = \frac{1}{O(m) + \lambda}$ and $T = \tilde{O}(\rho_1 log^p d)$, Algorithm 2 guarantees that with probability at least $1 - (18 + 6m)d^{-u}$, we have

$$\mathbb{E}_{(x,y)} \left[ \left( y - \hat{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) \right)^2 \right] \leq \Delta \mathbb{E}[\epsilon^2] + \tilde{O} \left( \frac{1}{m} + \frac{1}{M} + \sqrt{\frac{M \log(\frac{35d}{d})}{n}} \right)$$

$$+ \begin{cases} O \left( \frac{1+log(4nd^n)^2(1+log(P))^{2p(k^*-1)}}{\rho_1 log^p d} \right) & \text{SI} \\ O \left( \frac{r+log(4nd^n)^2(r+log(P))^{2p}}{\rho_1 log^p d} \right) & \text{MI} \end{cases}$$

where $O$ suppresses constants, and $\tilde{O}$ suppresses constants and $\text{Poly} \left[ \log n, \log d \right]$ depending on the problem parameters.

\textbf{Proof} In the following, we assume that (C.1)-(C.5) in Corollary 44 hold. We will prove the statement for SI and will sketch the proof for MI, since the arguments are the same except a few minor steps. Recall that $R_n((a, W, b)) = \frac{1}{2n} \sum_{i=1}^{n} (y_i - \langle a, \phi(Wx_i + b) \rangle)^2$. We consider

$$a^* := \min_{a \in \mathbb{R}^m} R_n((a, W^{(1)}, b^{(1)})) + \lambda \frac{\|a\|^2}{2}$$

where $\lambda = \frac{m}{\rho_1 log^p d}$. \hspace{1cm} (F.18)

We observe that

$$\lambda \frac{\|a^*\|^2}{2} \leq R_n((\hat{a}, W^{(1)}, b^{(1)})) + \lambda \frac{\|\hat{a}\|^2}{2} \Rightarrow$$

$$\|a^*\|^2 \leq \frac{2}{\lambda} R_n((\hat{a}, W^{(1)}, b^{(1)})) + \|\hat{a}\|^2 \leq O \left( \frac{(1 + \log(4nd^n))^{2p} (1 + \log(P))^{2p(k^*-1)}}{m} \right),$$

\hspace{1cm} (F.19)

and

$$R_n((a^*, W^{(1)}, b^{(1)})) \leq R_n((\hat{a}, W^{(1)}, b^{(1)})) + \lambda \frac{\|\hat{a}\|^2}{2} \Rightarrow$$

$$R_n((a^*, W^{(1)}, b^{(1)})) \leq \Delta \mathbb{E}[\epsilon^2] + O \left( \frac{(1+log(4nd^n)^2(1+log(P))^{2p(k^*-1)}}{\rho_1 log^p d} \right) + \tilde{O} \left( \frac{1}{m} + \frac{1}{\sqrt{n}} + \frac{1}{M} \right).$$

\hspace{1cm} (F.20)
Moreover, we observe that

\[
\nabla_a^2 R_n((a, W^{(1)}, b^{(1)})) = \lambda I_{2m} + \frac{1}{n} \sum_{i=1}^n \phi(W^{(1)} x_i + b^{(1)}) \phi(W^{(1)} x_i + b^{(1)})^\top
\]

\[
\Rightarrow \|\nabla_a^2 R_n((a, W^{(1)}, b^{(1)}))\|_2 \leq \lambda + \frac{1}{n} \sum_{i=1}^n \|\phi(W^{(1)} x_i + b^{(1)})\|_2^2
\]

We have

\[
\frac{1}{n} \sum_{i=1}^n \|\phi(W^{(1)} x_i + b^{(1)})\|_2^2 \leq \frac{1}{n} \sum_{i=1}^n \|W^{(1)} x_i + b^{(1)}\|_2^2
\]

\[
\leq 2 \frac{2}{n} \sum_{j=1}^{2m} \|W_j^{(1)}\|_2^2 \frac{1}{n} \sum_{i=1}^n \|x_i x_i^\top\|_{J \times J} + 2 \frac{2m}{n} \sum_{j=1}^{2m} (b_j^{(1)})^2 \leq \tilde{O}(m).
\]

where we use (C.1) and (C.3) for (a).

Therefore, (F.18) is a $\lambda$-strongly convex and $(\tilde{O}(m) + \lambda)$-smooth problem. By using $\eta_t = \frac{1}{\tilde{O}(m) + \lambda}$, we can approximate to $a^*$ by $\frac{1}{nm}$ in $T = \tilde{O}(\rho_1 \log \rho_2 d) \log(nm) = \tilde{O}(\rho_1 \log \rho_2 d)$ iteration of gradient descent, i.e., $\|a^{(T)} - a^*\|_2 \leq \frac{1}{nm}$ (Bubeck, 2015, Theorem 3.10). We have

\[
\mathbb{E}_{(x,y)} \left[ \left( y - \tilde{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) \right)^2 \right]
\]

\[
\leq \mathbb{E}_{(x,y)} \left[ \left( y - \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) \right)^2 \right]
\]

\[
+ 2 \mathbb{E} \left[ \left( y - \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) \right)^2 \right] \frac{1}{2} \mathbb{E}_x \left[ \left( \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) - \tilde{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) \right)^2 \right]^{\frac{1}{2}}
\]

\[
+ \mathbb{E}_x \left[ \left( \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) - \tilde{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) \right)^2 \right].
\]

For the last term,

\[
\mathbb{E}_x \left[ \left( \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) - \tilde{y}(x; (a^{(T)}, W^{(1)}, b^{(1)})) \right)^2 \right]
\]

\[
\leq \|a^* - a^{(T)}\|_{2\mathbb{E}_x}^2 \| \phi(W^{(1)} x + b^{(1)}) \|_2^2
\]

\[
\leq \|a^* - a^{(T)}\|_{2\mathbb{E}_x}^2 \frac{2m}{n} \sum_{j=1}^{2m} \|W_j^{(1)}\|_2^2 + (b_j^{(1)})^2
\]

\[
\leq \tilde{O}(1/n).
\]

For the first term, for $C > 0$ and the event $E_C \equiv | \sigma^*(W^\top x) - \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) | > C$, we have

\[
\mathbb{E}_{(x,y)} \left[ \left( y - \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) \right)^2 \right]
\]

\[
\leq \mathbb{E} \left[ \left( y - \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) \right)^2 \wedge C^2 \right] + \mathbb{E} \left[ \left( y - \tilde{y}(x; (a^*, W^{(1)}, b^{(1)})) \right)^2 1_{E_C} \right].
\]
Here,
\[
\mathbb{E}_{(x,y)} \left[ (y - \hat{y}(x; (\mathbf{a}^*, \mathbf{W}^{(1)}, \mathbf{b}^{(1)})))^2 \mathbb{1}_{E_C} \right] \\
\leq \left( \mathbb{E}[y^4]^{1/4} + \mathbb{E}[\hat{y}(x; (\mathbf{a}^*, \mathbf{W}^{(1)}, \mathbf{b}^{(1)}))]^{1/4} \right)^2 \mathbb{P}_x \left[ |\sigma^*(\mathbf{V}^\top x) - \hat{y}(x; (\mathbf{a}^*, \mathbf{W}^{(1)}, \mathbf{b}^{(1)}))| > C \right]^{1/2} \\
\leq \tilde{O}(1) \mathbb{P}_x \left[ |\sigma^*(\mathbf{V}^\top x) - \hat{y}(x; (\mathbf{a}^*, \mathbf{W}^{(1)}, \mathbf{b}^{(1)}))| > C \right]^{1/2},
\]
where we use Lemma 75, and \( \|\mathbf{a}^*\|_2^2 \leq \tilde{O}(1/m), \|\mathbf{b}^{(1)}\|_2^2 \leq 4m, \) and \( \|\mathbf{W}^{(1)}\|_2 \leq \tilde{O}(1) \) in the last line. By choosing
\[
C := \|\mathbf{a}^*\|_2 \sqrt{\|\mathbf{b}^{(1)}\|_2^2 + \|\mathbf{W}^{(1)}\|_F^2} + \left( \|\mathbf{a}^*\|_2 \|\mathbf{W}^{(1)}\|_F \right) \sqrt{2 \log(4n) + 3C_1(2e \log 6n)^{C_2} \leq \tilde{O}(1),}
\]
by Lemma 76, we have (F.22) \( \leq \tilde{O}(1/\sqrt{n}). \) On the other hand, by (F.19) and (F.20), we have with probability at least \( 1 - d^{-u}, \)
\[
\mathbb{E}_{(x,y)} \left[ (y - \hat{y}(x; (\mathbf{a}^*, \mathbf{W}^{(1)}b^{(1)})))^2 \wedge C^2 \right] \\
\leq \Delta \mathbb{E}[\mathbb{e}^2] + O \left( \frac{(1 + \log(4ndu))^{2p}(1 + \log(P))^{2p(k^* - 1)}}{\rho_1 \log^p d} \right) + \tilde{O} \left( \frac{1}{m} + \frac{1}{M} + \sqrt{\frac{M \log \left( \frac{6d}{37} \right)}{n}} \right).
\]
By (F.21)-(F.23), the statement follows for SI.

For MI, we observe that the setting is identical except that here we have \( \tilde{\mu} \mid \mathcal{J}. \) By observing that \|\tilde{\mu} \mid \mathcal{J}\|_2 \leq \tilde{O}(1) \) (by (C.2) in Corollary 44), we can adjust the steps between (F.21)-(F.23) to prove the statement for MI.

**Appendix G. Lower bounds for CSQ methods**

Correlational Statistical Query (CSQ) algorithms are a family learners that can access data using queries \( h : \mathbb{R}^d \to \mathbb{R} \) with \( \mathbb{E}_{x}[h(x)^2] \leq 1 \) and returns \( \mathbb{E}_{(x,y)}[h(x)y] \) within an error margin \( \tau. \) In our setting, since \( y = \sigma^*(\mathbf{V}^\top x) + \sqrt{\Delta} \mathbb{e}, \) where \( \mathbb{e} \) is independent zero-mean noise, the query returns a value in \( \mathbb{E}_x[h(x)\sigma^*(\mathbf{V}^\top x)] + [-\tau, +\tau]. \) An instance of a CSQ algorithm is gradient descent on the population square loss with added noise in the gradients. In this part, we give a lower bound on the CSQ complexity of learning a function in
\[
\mathcal{F}_{r,k} := \left\{ x \to \frac{1}{\sqrt{rk!}} \sum_{j=1}^{r} H_{k_j}(\langle \mathbf{V}_{kj}, x \rangle) \mid \mathbf{V} \in \mathbb{R}^{d \times r}, \mathbf{V}^\top \mathbf{V} = \mathbf{I}_r, \|\mathbf{V}\|_2^2 \leq r^2 d^{\alpha(1 - \frac{q}{2})} \right\},
\]
when \( x \sim \mathcal{N}(0, \mathbf{I}_d). \) Here, \( H_{k_j} \) denotes the \( k \)th Hermite polynomial (see Definition 1), and we use the convention \( \|\mathbf{V}\|_{2,0}^0 := \|\mathbf{V}\|_{2,0}. \)

For notational convenience, in the following, “\( d \) is large enough” means that \( d \geq d^*(r, q, \alpha, k), \) where \( d^*(r, q, \alpha, k) \) is a constant depending on the problem parameters \( (r, q, \alpha, k). \) Without loss
of generality, we can assume all $d^*$'s are the same if not, we can take their maximum. We will use $\gtrsim$, $\lesssim$, and $\Omega(\cdot)$, to suppress constants depending on $(r, q, \alpha, k)$ in inequalities and lower bounds. We will use $\widetilde{O}(\cdot)$ to suppress the aforementioned constants and the logarithmic terms in $d$ in upper bounds.\footnote{Here, one might be concerned by the possibility of trivial bounds when $q = 0$. Although, our notation does not exclude such problematic cases, we will use our notation for the sake of readability as such problematic cases do not appear in our proof.}

**Theorem 47 (Restatement of Theorem 2)** Consider $\mathcal{F}_{r,k}$ with some $q \in [0, 2)$ and $\alpha \in (0, 1)$. If $d$ is large enough, any CSQ algorithm for $\mathcal{F}_{r,k}$ that guarantees error $\varepsilon = \Omega(1)$ requires either queries of accuracy, i.e., $\tau = \widetilde{O}\left(\frac{d^{(\alpha+\frac{1}{2})}}{\varepsilon^2}\right)$ or super-polynomially many queries in $d$.

To prove our lower bound, we will use the argument in (Damian et al., 2022, Lemma 2), for which we need to create a large family of functions with a small average correlation. With the following lemma, we construct such a function class.

**Lemma 48** Let $q \in [0, 2)$, $\alpha \in (0, 1)$, $r \in \mathbb{N}$. When $d$ is large enough, for any $c, k \geq 1$, we can find a set of orthonormal matrices $\mathcal{V} \subseteq \mathbb{R}^{d \times r}$ such that

- $|\mathcal{V}| \gtrsim \exp\left(\Omega(d^\alpha)\right) \land e^c d^k$,
- $\max_{\mathbf{v} \in \mathcal{V}} \|\mathbf{v}\|_{2,q}^q \lesssim \frac{r^2}{d^\alpha(1-\frac{q}{2})}$,
- $\max_{\mathbf{v}^{(1)}, \mathbf{v}^{(2)} \in \mathcal{V}} \left\{ \frac{1}{r} \sum_{i,j=1}^r \left| \left\langle \mathbf{v}^{(1)}_{si}, \mathbf{v}^{(2)}_{sj} \right\rangle \right| \right\}^{\frac{1}{k}} \lesssim \frac{\log^k(c d^k)}{d^\alpha(\alpha+\frac{1}{2})}$.

**Proof** Let $\tilde{d} = \left\lfloor \frac{d}{r} \right\rfloor$ and $s = \left\lceil \frac{2 \alpha^k}{3^q \frac{2}{r} \varepsilon^2} \right\rceil$. When $d$ is large enough, $\frac{\tilde{d}}{2} \geq s \geq 64$. Hence, by Corollary 55, we can find a set $\mathcal{U} \subseteq S^{d-1}$ such that

- $|\mathcal{U}| \geq \frac{1}{3} \min\{e^\frac{s}{r}, c r^k d^k\} \geq \frac{1}{6} \min\left\{ \exp\left(\frac{d^\alpha / 16}{\frac{2}{3^q \frac{2}{r} \varepsilon^2}}\right), c d^k\right\}$, where the second inequality holds when $d$ is large enough.
- $\max_{\mathbf{x} \in \mathcal{U}} \|\mathbf{x}\|_{q}^q \lesssim \frac{r^2}{d^\alpha(1-\frac{q}{2})}$,
- $\max_{\mathbf{x}, \mathbf{y} \in \mathcal{U}} |\langle \mathbf{x}, \mathbf{y} \rangle| \leq 8 C e^{\frac{1}{d} \min\left\{ \sqrt{d}, s \right\}} \leq 16 C e^{\frac{2}{3^q \frac{2}{r} \varepsilon^2} \min\left\{ d^{1/2}, d^\alpha \right\}}$, where the second inequality holds when $d$ is large enough.

Hence, we can partition $\mathcal{U}$ into $r$ equally sized mutually exclusive sets, and for using a vector from each set, we can form a set of orthonormal matrices $\mathcal{V} \subseteq \mathbb{R}^{d \times r}$ such that

- $|\mathcal{V}| \geq \frac{1}{6 \tilde{d}^r} \min\left\{ \exp\left(\frac{d^\alpha / 16}{\frac{2}{3^q \frac{2}{r} \varepsilon^2}}\right), c e^k \right\}$,
- $\max_{\mathbf{v} \in \mathcal{V}} \|\mathbf{v}\|_{2,q}^q \lesssim \frac{r^2}{d^\alpha(1-\frac{q}{2})}$,
- $\max_{\mathbf{v}^{(1)}, \mathbf{v}^{(2)} \in \mathcal{V}} \left\{ \frac{1}{r} \sum_{i,j=1}^r \left| \left\langle \mathbf{v}^{(1)}_{si}, \mathbf{v}^{(2)}_{sj} \right\rangle \right| \right\}^{\frac{1}{k}} \lesssim \frac{(16 C e^k)^{\frac{1}{d^{1/2}} \min\left\{ d^{1/2}, d^\alpha \right\}}}$. 

\hspace{1cm} \blacksquare
Proof of Theorem 47

Proof [Proof of Theorem 47] Let $Q$ represents the number of queries. We consider polynomial queries, i.e., $Q \leq d^C$ for some $C \in \mathbb{N}$. Let $h_{e_k} = \frac{1}{\sqrt{k!}} H_{e_k}$ be the normalized $k$th Hermite polynomial. By Lemma 48, we can construct the following function class which is a subset of $F_{r,k}$:

$$F_q := \left\{ \frac{1}{\sqrt{r}} \sum_{j=1}^{r} h_{e_k}(\langle V_j, x \rangle) \mid V \in \mathcal{V} \right\}$$

and $x \sim N(0, I_d)$, where $\|V\|_{2,q} \leq r^{\frac{d}{2}} d^{(1-\frac{d}{2})}$, for $\alpha \in (0, 1)$, $|\mathcal{V}| \geq \Omega \left( \exp \left( \Omega(d^\alpha) \right) \wedge d^C d^k \right)$, where we used $c = d^C$. We observe that for any different $f, \tilde{f} \in \mathcal{V}$, we have

$$\mathbb{E}[f(x)^2] = 1 \text{ and } \mathbb{E}[f(x)f(\tilde{x})] \leq \varepsilon \lesssim \log^k(d)$$

Therefore, by (Damian et al., 2022, Lemma 2), to get a population loss

$$\mathbb{E}[(f(x) - f^*(x))^2] \leq 2 - 2\varepsilon$$

we use $d^{C_r+k} \leq \exp(\Omega(d^\alpha))$ for $d$ is large enough in the first line. We observe that for $d$ large enough, $\varepsilon \leq 1$. By taking the square root of both sides in (G.1), we obtain the statement.

G.1. Lemmas for Lower Bounds

G.1.1. Preliminaries

In this section, we will use Rosenthal-Buckholder inequality and Chernoff-Hoeffding bound given as follows.

Lemma 49 ((Pinelis, 1994, Theorem 5.2) (and see (Damian et al., 2023, Lemma 22)))

Let $\{Y_i\}_{i=0}^n$ be a martingale with martingale difference sequence $\{X_i\}_{i=1}^n$ where $X_i = Y_i - Y_{i-1}$. Let

$$\langle Y_n \rangle = \sum_{i=1}^{n} \mathbb{E}[|X_i|^2 | \mathcal{F}_{i-1}]$$

denote the predictable quadratic variation. Then, there exists an absolute constant $C$ such that for all $p \geq 2$

$$\|Y_n\|_p \leq C \left[ \sqrt{p} \|\langle Y_n \rangle\|_{1/2} + pn^{1/p} \max_i |X_i|_p \right].$$

Lemma 50 (Chernoff-Hoeffding Bound) Let $X_1, \cdots, X_n \sim_{iid} Ber(p)$, where $p \in (0, \frac{1}{2}]$ We have

$$\mathbb{P} \left[ \left| \frac{1}{n} \sum_{i=1}^{n} (X_i - p) \right| \geq \frac{p}{2} \right] \leq 2 \exp \left( \frac{-pn}{16} \right).$$
G.1.2. Lemmas for Lower Bounds

For the following, we define a probability distribution $P_s$, parametrized by $s \in [d]$, as follows: For $x := (x_1, \cdots, x_d)^\top$,

$$x \sim P_s \text{ if } x_i \sim_{iid} \begin{cases} \frac{1}{\sqrt{s}} & \text{wp } \frac{s}{2d} \\ \frac{-1}{\sqrt{s}} & \text{wp } \frac{s}{2d} \\ 0 & \text{wp } 1 - \frac{s}{2} \end{cases}, \text{ for } i = 1, \cdots, d.$$  

**Lemma 51** Let $x, y \sim_{iid} P_s$. For $s \in [d]$ and $p \geq 2$, we have

$$\mathbb{P} \left[ |\langle x, y \rangle| \geq C e \left( \frac{\sqrt{p}}{d} + \frac{p}{\sqrt{d}} \left( \frac{s^2}{d} \right)^{\frac{1}{p}-\frac{1}{2}} \right) \right] \leq e^{-p}. \quad \text{(G.2)}$$

**Proof** For any $i \in [d]$, note that $\mathbb{E}[x_i] = 0$ and $\mathbb{E}[|x_i|^p] = \frac{s^2}{d} s^{-p/2}$. Therefore, by independence, we have $\mathbb{E}[|x_i y_i|^p] = s^{2-p}/d^2$. By following the notation in Lemma 49, we let $Y_0 := 0$ and $Y_d := \sum_{i=1}^d x_i y_i$, where $X_i = Y_i - Y_{i-1} = x_i y_i$. We have $\|X_i\|_p = \mathbb{E}[|x_i y_i|^p]^{1/p} = s^{2/p-1} d^{-2/p}$, and by the independence of $x$ and $y$, $\langle Y_d \rangle = 1/d$. Hence, by Lemma 49, for $p \geq 2$,

$$\|Y_d\|_p \leq C \left[ \frac{\sqrt{p}}{d} + \frac{p}{\sqrt{d}} \left( \frac{s^2}{d} \right)^{\frac{1}{p}-\frac{1}{2}} \right].$$

The statement follows by Markov’s inequality. □

**Corollary 52** By Lemma 51, for $s \in [d]$ and $p \geq 2$, we have

$$\mathbb{P} \left[ |\langle x, y \rangle| \geq 2Ce \frac{p}{\min\{\sqrt{d}, s\}} \right] \leq e^{-p}.$$

**Proof** The statement immediately follows from (G.2). □

**Lemma 53** Let $x \sim P_s$. For $d \geq 2s$, we have $\mathbb{P} \left[ \|x\|_0 - s \geq \frac{s}{2} \right] \leq 2e^{-\frac{s}{16}}$.

**Proof** Note that $\mathbb{I}_{x_i \neq 0} \sim Ber(\frac{s}{d})$ and $\|x\|_0 = \sum_{i=1}^d \mathbb{I}_{x_i \neq 0}$. Since $d \geq 2s$, by using Lemma 50, we have

$$\mathbb{P} \left[ \frac{1}{d} \sum_{i=1}^d \left( \mathbb{I}_{x_i \neq 0} - \frac{s}{d} \right) \geq \frac{s}{2d} \right] \leq 2e^{-\frac{s}{16}},$$

which is equivalent to the statement. □
Lemma 54 Fix any \( q \in [0, 2) \). For any \( s \leq \frac{d}{2} \), let \( x^{(1)}, \ldots, x^{(n)} \overset{iid}{\sim} P_s \). For any \( c, k \geq 1 \), we let

\[
\varepsilon := 8Ce \frac{\log(cd^k)}{\min\{\sqrt{d}, s\}}.
\]

For \( s \geq 5 \), we have

\[
\mathbb{P} \left[ \max_{i \in [n]} \left| \frac{x^{(i)}}{\|x^{(i)}\|_2} \right|^q \leq 3 \left( \frac{s}{2} \right)^{2-q} \text{ AND } \max_{i,j \in [n], i \neq j} \left| \frac{x^{(i)} - x^{(j)}}{\|x^{(i)}\|_2, \|x^{(j)}\|_2} \right| \leq \varepsilon \right] \geq 1 - 2n \exp \left( \frac{-s}{16} \right) - \frac{n^2}{c^2d^{2k}}.
\]

Proof We observe that

\[
\max_{i \in [n]} \left| \frac{x^{(i)}}{\|x^{(i)}\|_2} \right| \leq \frac{s}{2} \text{ AND } \max_{i,j \in [n], i \neq j} \left| \frac{x^{(i)} - x^{(j)}}{\|x^{(i)}\|_2, \|x^{(j)}\|_2} \right| \leq \frac{\varepsilon}{2},
\]

\[
\Rightarrow \max_{i \in [n]} \left| \frac{x^{(i)}}{\|x^{(i)}\|_2} \right| \leq \frac{s}{2} \text{ AND } \max_{i,j \in [n], i \neq j} \left| \frac{x^{(i)} - x^{(j)}}{\|x^{(i)}\|_2, \|x^{(j)}\|_2} \right| \leq \varepsilon
\]

where the second line holds since \( \|x^{(i)}\|_0 \geq s/2 \) implies \( \|x^{(i)}\|_2 \geq 1/2 \) and the last statement holds since \( 3s/2 \geq \|x^{(i)}\|_0 \geq s/2 \) implies \( \|x^{(i)}\|_2 \geq 1/\sqrt{2} \) and \( \|x^{(i)}\|_q \leq 3^{s/2} \). In the following, we will lower bound (G.3). Since \( d \geq 2s \), by Lemma 53, we have

\[
\mathbb{P} \left[ \max_{i \in [n]} \left| \frac{x^{(i)}}{\|x^{(i)}\|_2} \right| > \frac{s}{2} \right] \leq \sum_{i \in [n]} \mathbb{P} \left[ \left| \frac{x^{(i)}}{\|x^{(i)}\|_2} \right| \geq \frac{s}{2} \right] \leq 2n \exp \left( \frac{-s}{16} \right).
\]

Moreover, for any \( i \neq j \in [n] \),

\[
\mathbb{P} \left[ \left| \frac{x^{(i)} - x^{(j)}}{\|x^{(i)}\|_2, \|x^{(j)}\|_2} \right| \geq \frac{\varepsilon}{2} \right] = \mathbb{P} \left[ \left| \frac{x^{(i)} - x^{(j)}}{\|x^{(i)}\|_2, \|x^{(j)}\|_2} \right| \geq 4Ce \frac{\log(cd^k)}{\min\{\sqrt{d}, s\}} \right] \leq \frac{1}{c^2d^{2k}},
\]

where the last step follows Corollary 52, since for \( s \geq 5 \), we have \( d \geq 10 \) and \( \log(cd^k) \geq 2 \) for \( c, k \geq 1 \). Therefore,

\[
\mathbb{P} \left[ \max_{i,j \in [n], i \neq j} \left| \frac{x^{(i)} - x^{(j)}}{\|x^{(i)}\|_2, \|x^{(j)}\|_2} \right| > \frac{\varepsilon}{2} \right] \leq \frac{n^2}{c^2d^{2k}}.
\]

By lower bounding (G.3) with (G.4) and (G.5), we obtain the result.

Corollary 55 For any \( q \in [0, 2) \) and \( 64 \leq s \leq \frac{d}{2} \) and \( k \geq 1 \), there exists a set \( U \subseteq S^{d-1} \) such that
- $|U| \geq \frac{1}{3} \min\{e^{\frac{t}{\delta}}, cd^k\},$

- $\max_{x \in U} \|x\|_2^q \leq 3 \left(\frac{t}{\delta}\right)^{\frac{2-q}{2}},$

- $\max_{x \neq y \in U} \langle x, y \rangle \leq \varepsilon$, where $\varepsilon$ is defined in Lemma 54.

**Proof** Consider Lemma 54 with $q \in [0, 2)$, $5 \leq s \leq \frac{d}{2}$, $k, c \geq 1$, and $n = \left\lceil \frac{1}{3} \min\{e^{\frac{t}{\delta}}, cd^k\} \right\rceil$. We observe that the probability of the event in Lemma 54 is nonzero. Hence, there exists such $U$ as a subset of the normalized versions of the support of $P_s$. \hfill \blacksquare

**Appendix H. Miscellaneous**

**H.1. Laurent-Massart Lemma and Its Corollaries**

**Lemma 56 (Laurent-Massart Lemma)** Let $X$ be a chi-square with $N$ degrees of freedom. For any $t > 0$,

$$\mathbb{P}\left[ X - N \geq 2\sqrt{Nt} + 2t \right] \leq e^{-t} \quad \text{and} \quad \mathbb{P}\left[ X - N \leq -2\sqrt{Nt} \right] \leq e^{-t}. $$

**Corollary 57** Let $w \sim \mathcal{N}(0, I_d)$. For $d \geq 16 \log(1/\delta)$, we have with probability at least $1 - \delta$, $\|w\|_2^2 \geq \frac{d}{4}$.

**Proof** By Lemma 56, with probability at least $1 - \delta$, for $d \geq 16 \log(1/\delta)$, $\|w\|_2^2 = \sum_{i=1}^{d} w_i^2 \geq d - 2\sqrt{d \log(1/\delta)} \geq \frac{d}{4}$. \hfill \blacksquare

**Corollary 58** For $r \leq d_1 \wedge d_2$, let $A \in \mathbb{R}^{d_1 \times d_2}$ be a rank-$r$ matrix. For $w \sim \mathcal{N}(0, I_{d_2})$, we have

$$\mathbb{P}\left[ \|Aw\|_2^2 \geq 3\|A\|_2^2(r + \log(1/\delta)) \right] \leq \delta.$$

**Proof** Since $A$ is rank-$r$, by using SVD, we can write that $A = U\Sigma L^\top$ where $U \in \mathbb{R}^{d_1 \times r}$ and $L \in \mathbb{R}^{d_2 \times r}$ are orthonormal, $\Sigma \in \mathbb{R}^{r \times r}$ is diagonal. For $\tilde{w} := L^\top w$, we have $\|Ax\|_2^2 = d \|\Sigma \tilde{w}\|_2^2 \leq \|A\|_2^2 \|\tilde{w}\|_2^2$. By using Lemma 56, we have with probability at least $1 - \delta$, $\|A\|_2^2 \|\tilde{w}\|_2^2 \leq \|A\|_2^2(r + 2\sqrt{r \log(1/\delta)} + 2 \log(1/\delta))$. By observing that $\left(r + 2\sqrt{r \log(3/\delta)} + 2 \log(3/\delta)\right) \leq 3(r + \log(3/\delta))$, we prove the statement. \hfill \blacksquare

**Lemma 59** Suppose we have $\{c_1, \ldots, c_r\} \subset \mathbb{R}$ and an orthonormal $\{v_1, \ldots, v_r\} \subset \mathbb{R}^d$. For $k \in \mathbb{N}$ and $\delta \in (0, 1]$, if $\max_{i \in [n]} \|V^\top x_i\|_2 \leq C_D$ and $M \geq 16 \log(2/\delta)$ hold, then

$$\mathbb{P}_w \left[ \max_{i \in [n]} \left| \sum_{l=1}^{r} c_l \langle v_l, x_i \rangle \langle v_l, w_i \rangle \right|^{k-1} \right] \geq C_D \max_{i \leq r} c_i \left( \frac{6(r + \log(2/\delta))}{M} \right)^{\frac{k-1}{2}} \left| \{ (x_i, y_i) \}_{i=1}^{n} \right| \leq \delta.$$
Proof By assumption, we have
\[
\max_{i \in [n]} \left| \sum_{l=1}^r c_l \langle v_l, x_i \rangle \langle v_l, w_{j_l} \rangle^{k_l-1} \right| \leq C_D \max_{l \leq r} |c_l| \left( \sum_{l=1}^r \langle v_l, w_{j_l} \rangle^2 \right)^{\frac{k_l-1}{2}}. \tag{H.1}
\]
where (a) follows that \( \|v\|_p \geq \|v\|_q \) for \( 1 \leq p \leq q \leq \infty \). On the other hand, by Corollaries 57 and 58, we have with probability at least \( 1 - \delta \),
\[
\sum_{l=1}^r \langle v_l, w_{j_l} \rangle^2 = \sum_{l=1}^r \frac{\langle v_l, w_{j_l} \rangle^2}{\|w_{j_l}\|^2} \leq \frac{3(r + \log(2/\delta))}{M/2} = \frac{6(r + \log(2/\delta))}{M}. \tag{H.2}
\]

Lemma 60 We have for \( \delta \in (0, 1] \) and \( M \geq 16 \log(2/\delta) \),
\[
P \left[ \left( \sum_{l=1}^r c_l^2 \langle v_l, w_{j_l} \rangle^{2(k_l-1)} \right)^{\frac{1}{2}} > 6 \max_{l \leq r} |c_l| \left( \frac{r + \log(2/\delta)}{M} \right)^{\frac{k_l-1}{2}} \right] \leq \delta.
\]

Proof We have \( \left( \sum_{l=1}^r c_l^2 \langle v_l, w_{j_l} \rangle^{2(k_l-1)} \right)^{\frac{1}{2}} \leq \max_{l \leq r} |c_l| \left( \sum_{l=1}^r \langle v_l, w_{j_l} \rangle^{2(k_l-1)} \right)^{\frac{1}{2}} \). The statement follows the argument in (H.1) and (H.2).

Lemma 61 Let \( A \subset \mathbb{R}^{d_1 \times d} \) such that for any \( A \in A \), \( \|A\|_2 \leq 1 \) and \( \text{rank}(A) \leq r \). For \( x_1, \ldots, x_n \sim \text{iid} \mathcal{N}(0, I_d) \), we have with probability \( 1 - \delta \),
\[
\sup_{A \in A} \left\| \frac{1}{n} \sum_{i=1}^n A x_i x_i^T A^T - AA^T \right\|_2 \leq \sqrt{\frac{r}{n}} + \sqrt{\frac{2 \log(2/\delta)}{n}} + \sqrt{\frac{2 \log |A|}{n}}.
\]

Proof Let’s fix a \( A \in A \). By SVD, we can write \( A = U \Sigma L^T \), where \( U, L \in \mathbb{R}^{d \times r} \) are orthonormal and \( \Sigma \in \mathbb{R}^{r \times r} \) is diagonal. For \( \tilde{x}_i := L^T x_i \), since \( \|A\|_2 = 1 \), we have
\[
\left\| \frac{1}{n} \sum_{i=1}^n A x_i x_i^T A^T - AA^T \right\|_2 \leq \left\| \frac{1}{n} \sum_{i=1}^n \tilde{x}_i \tilde{x}_i^T - I_r \right\|_2.
\]
By (Vershynin, 2010, Corollary 5.35), for a fixed \( J \in \mathcal{H} \), we have with probability at least \( 1 - \delta \),
\[
\left\| \frac{1}{n} \sum_{i=1}^n \tilde{x}_i \tilde{x}_i^T - I_r \right\|_2 \leq \sqrt{\frac{r}{n}} + \sqrt{\frac{2 \log(2/\delta)}{n}}.
\]
By union bound and that \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \) for \( a, b > 0 \), the statement follows.
H.2. Lemmas for Bounding Polynomials of Gaussian Random Vectors

Lemma 62 (Moments of Gaussian Vector) For $x \sim \mathcal{N}(0, I_d)$, we have $E[\|x\|^{2k}] = d(d + 2) \cdots (d + 2k - 2)$. For $d \geq 2k$, we have $E[\|x\|^{2k}]^{-1} \geq 2^{-k}d^{-k}$.

Lemma 63 (Hypercontractivity) Let $P_k : \mathbb{R}^d \rightarrow \mathbb{R}$ be a polynomial of degree-$k$. For $q \geq 2$, we have $E_{x \sim \mathcal{N}(0, I_d)} [P_k(x)^q]^{1/q} \leq (q - 1)^{k/2}E_{x \sim \mathcal{N}(0, I_d)} [P_k(x)^2]^{1/2}$.

In the following, we will state some consequences of Lemmas 62 and 63.

Corollary 64 For $z \sim \mathcal{N}(0, I_r)$ and $p \geq 2$, $E[(1 + \|z\|^2)p]^{\frac{1}{p}} \leq (p - 1)(r + 2)$.

Proof By Lemma 62 and 63, $E[(1 + \|z\|^2)p]^{\frac{1}{p}} \leq (p - 1)E[(1 + \|z\|^2)^{\frac{1}{2}}] \leq (p - 1)(r + 2)$. ■

Proposition 65 For $z \sim \mathcal{N}(0, I_r)$ and $C > 0$, $P \left[(1 + \|z\|^2)^C \geq u^C(r + 2)^C\right] \leq \exp \left(\frac{-u}{C}\right)$, for $u \geq 2e$.

Proof By Corollary 64, we have for $p \geq 2$ that $P \left[(1 + \|z\|^2)^C \geq u^C(r + 2)^C\right] \leq p^pu^{-p}$. By using $p^* = \frac{u}{e}$ and $u \geq 2e$, we have the statement. ■

Corollary 66 By Proposition 65, $P_{z \sim \mathcal{N}(0, I_r)} \left[|\sigma^*(z)| \geq C_1u^{C_2}(r + 2)^{C_2}\right] \leq \exp \left(\frac{-u}{C}\right)$, for $u \geq 2e$.

Proposition 67 We have for $u \geq 2e$, $P \left[|y| \geq C_1(r + 2)^{C_2}u^{C_2} + \sqrt{\Delta/\epsilon u\frac{1}{2}}\right] \leq 3\exp \left(\frac{-u}{C}\right)$.

Proof By $|y| \leq |\sigma^*(V^\top x)| + \sqrt{\Delta/\epsilon}$, Corollary 66, $P[|\epsilon| > \ell] \leq 2e^{-t^2}$, the statement follows. ■

Proposition 68 For $R = C_1(r + 2)^{C_2}u^{C_2} + \sqrt{\Delta/\epsilon u\frac{1}{2}}$ and $u \geq 2e$, we have

$$\sup_{\substack{w, v \in S^{d-1}, \\ b \in \mathbb{R}}} \left| E \left[ y_{|y| > R}(u, x) \phi'((w, x) + b) \right] \right| \leq 6\left(\frac{u}{2e}\right) \left( C_1^4(4C_2)^{4C_2}(r + 2)^{4C_2} + 2\Delta^2 \right)^{\frac{1}{2}}.$$

Proof Choose arbitrary $w, v \in S^{d-1}$ and $b \in \mathbb{R}$. By using Cauchy-Schwartz inequality, we have

$$\left| E \left[ y_{|y| > R}(u, x) \phi'((w, x) + b) \right] \right| \leq P \left[ |y| \geq R \right]^{\frac{1}{2}} E[y^4]^{\frac{1}{2}} E[|\langle u, x \rangle \phi'((w, x) + b)|^2]^{\frac{1}{2}} \leq 3\exp \left(\frac{-u}{2e}\right) E[y^4]^{\frac{1}{2}}, \quad (H.3)$$

where we use $|\phi'| \leq 1$ and Proposition 67 in (H.3). We observe that

$$E[y^4] \leq 2^3 \left( E \left[ (\sigma^*(V^\top x))^4 \right] + \Delta^2 E \left[ \epsilon^4 \right] \right) \leq 2^3 \left( E \left[ (\sigma^*(V^\top x))^4 \right] + 2\Delta^2 \right) \leq 2^3 \left( C_1^4(4C_2)^{4C_2}(r + 2)^{4C_2} + 2\Delta^2 \right). \quad (H.4)$$

where (a) follows from the tail inequality for $\epsilon$, and (b) follows from Corollary 64 since $C_2 \geq 1/2$. By using (H.4) in (H.3), we have the statement. ■
H.3. Magnitude Pruning

**Lemma 69** For \( \mathbf{u} \in \mathbb{R}^d \), let \( \mathcal{I}_u \) denotes the index set that includes the largest \( M \) entries of \( \mathbf{u} \) and let \( \mathbf{u}|_{\text{op}(M)} \) denote the vector \( \mathbf{u} \) with everything except \( M \) largest coefficients set 0. For any \( \mathbf{v} \in \mathbb{R}^d \) and \( q \in (0, 2] \), we have

\[
(4(q-1)^0 + 1) \sum_{i \in \mathcal{I}_u \cup \mathcal{I}_v} |u_i - v_i|^q \geq \|u|_{\text{op}(M)} - v\|_q^q - 4(q-1)^0 \|v - v|_{\text{op}(M)}\|_q^q.
\]

**Proof** Without loss of generality, we can assume \( |v_1| \geq |v_2| \geq |v_3| \cdots \geq |v_d| \). We have

\[
\|u|_{\text{op}(M)} - v\|_q^q = \sum_{i \in \mathcal{I}_u \cap [M]} |u_i - v_i|^q + \sum_{i \in \mathcal{I}_u - [M]} |u_i - v_i|^q + \sum_{i \in [M] - \mathcal{I}_u} |v_i|^q + \sum_{i \in [d] - ([\mathcal{I}_u \cup [M])]} |v_i|^q. \tag{H.5}
\]

If \( \mathcal{I}_u = [M] \), the statement follows by Proposition 72. Therefore, suppose \( \mathcal{I}_u \neq [M] \). Let \( [M] - \mathcal{I}_u := \{j_1, \cdots, j_k\} \) and \( \mathcal{I}_u - [M] := \{l_1, \cdots, l_k\} \). For some \( i = 1, \cdots, k \), we get

\[
|v_{j_i}| = \|v_{j_i} \pm u_{j_i} \|^q \leq 2(\alpha-1)^0 |v_{j_i} - u_{j_i}|^q + 2(q-1)^0 \|u_{j_i}\|^q \tag{a}
\]

\[
\leq 2(\alpha-1)^0 |v_{j_i} - u_{j_i}|^q + 4(q-1)^0 |v_{l_i} - u_{l_i}|^q + 4(q-1)^0 \|v_{l_i}\|^q, \tag{H.6}
\]

where in (a), we use Proposition 72 and \( |u_{j_i}| \leq |u_{l_i}|, j_i \in \mathcal{I}_u \), and Proposition 72 for (b). By using (H.6) for \( i = 1, \cdots, k \), we get

\[
(H.5) \leq \sum_{i \in \mathcal{I}_u \cap [M]} |u_i - v_i|^q + (4(q-1)^0 + 1) \sum_{i \in [M] - \mathcal{I}_u} |u_i - v_i|^q + 2(q-1)^0 \sum_{i \in [d] - [M]} |v_i|^q \leq (4(q-1)^0 + 1) \sum_{i \in [d] - [M]} |u_i - v_i|^q + 4(q-1)^0 \sum_{i \in [d] - [M]} |v_i|^q, \tag{H.7}
\]

where (a) follows \((\mathcal{I}_u - [M]) \cup ([d] \setminus ([\mathcal{I}_u \cup [M])]) = [d] - [M]\). By (H.7), the statement follows.

**Lemma 70** Let \( q \in (0, 2) \) and \( \mathbf{v} \in \mathbb{R}^d \). We have \( \|\mathbf{v} - \mathbf{v}|_{\text{op}(M)}\|_2 \leq \left( 1 - \frac{q}{2} \right)^{\frac{2 - q}{2}} \|\mathbf{v}\|_q M^{\frac{1}{2}} \frac{1}{2}, \) for \( M = 1, 2, \cdots, d \).

**Proof** Without loss of generality, we assume \( |v_1| \geq |v_2| \geq \cdots \geq |v_d| \). Then, we have

\[
\|\mathbf{v} - \mathbf{v}|_{\text{op}(M)}\|_2^2 = \sum_{i=M+1}^d v_i^2 \leq |v_{M+1}|^{2-q} \sum_{i=M+1}^d |v_i|^q. \tag{H.8}
\]

Let \( \sum_{i=M+1}^d |v_i|^q = r \) and \( \sum_{i=1}^d |v_i|^q = R \). Then, we have

\[
R - r = \sum_{i=1}^M |v_i|^q \geq M|v_{M+1}|^q \implies |v_{M+1}|^{2-q} \leq (R - r)^{\frac{2-q}{q}} M^{\frac{2-q}{q}} \]

\[
\implies (H.8) \leq (R - r)^{\frac{2-q}{q}} r M^{\frac{2-q}{q}}. \]

The statement follows from \( \max_{r \in [0,R]} (R - r)^{\frac{2-q}{q}} \leq \left( 1 - \frac{q}{2} \right)^{\frac{2 - q}{2}} \frac{q}{2} R^2. \)
H.4. Elementary Results

Corollary 71 For any $M \in [d]$ and $\epsilon > 0$, let $N_M^\epsilon \subseteq S_{M}^{d-1}$ be the minimal $\epsilon$-cover. We have $|N_M^\epsilon| \leq (\frac{d}{M}) (1 + \frac{2}{\epsilon})^M$.

Proof By (Vershynin, 2018, Corollary 4.2.13), we know that the minimal $\epsilon$-cover of the unit sphere, i.e., $N^\epsilon \subseteq S_{1}^{d-1}$, satisfies $|N^\epsilon| \leq (1 + 2/\epsilon)^d$. Then, by choosing $M$ subsets of $S_{1}^{d-1}$ and taking the union of $\epsilon$-covers restricted on the chosen indices, we can construct an $\epsilon$-cover for $S_{M}^{d-1}$. Therefore, the statement follows.

Proposition 72 For any $q \in (0, \infty)$, we have $|a + b|^q \leq 2^{q-1}(|a|^q + |b|^q)$.

Proof Without loss of generality, let’s assume $|b| \geq |a|$. For $q \in (0, 1]$, we have $|a + b|^q \leq (|a| + |b|)^q \leq |a|^q + q|a|^{q-1}|b| \leq |a|^q + |b|^q$, where we use that $x \rightarrow x^q$ is concave in the second inequality. For $q > 1$, we have $|a + b|^q \leq (|a| + |b|)^q \leq 2^{q-1}(|a|^q + |b|^q)$ where we use Jensen’s inequality in the last step.

Lemma 73 Let $\cosh(t) := \frac{e^t + e^{-t}}{2}$. For $Z \sim \mathcal{N}(0, 1)$, we have

(i) $E[\cosh(\lambda Z^2)] \leq \exp(4\lambda^2)$, $|\lambda| \leq \frac{1}{2\sqrt{2}}$ and (ii) $E[\exp(\lambda^2 Z^2)] \leq \exp(2\lambda^2)$, $|\lambda| \leq \frac{1}{2}$.

Proof Since $|\lambda| \leq \frac{1}{2\sqrt{2}}$, we have $E[\exp(\lambda Z^2)] = \frac{1}{\sqrt{1-2\lambda}}$ and $E[\exp(-\lambda Z^2)] = \frac{1}{\sqrt{1+2\lambda}}$. Therefore,

$$E[\cosh(\lambda Z^2)] = \frac{1}{2} \left( \frac{\sqrt{1-2\lambda} + \sqrt{1+2\lambda}}{\sqrt{1-4\lambda^2}} \right) \leq \frac{1}{\sqrt{1-4\lambda^2}} \overset{(a)}{=} \exp(4\lambda^2)$$

where (a) follows $\frac{1}{1-t} \leq \exp(2t)$ for $|t| \leq 1/2$. The second statement also follows the same argument.

H.5. Lemmas for Feature Learning

Proposition 74 For $m \in \mathbb{N}$, $M \in [d]$ and $(a, W, b, u) \in \mathbb{R}^m \times \mathbb{R}^{d \times m} \times \mathbb{R}^m \times \mathbb{R}^d$, let

$$\Theta := \left\{ (a, W, b, u) \middle| \|a\|_2 \leq \frac{r_a}{\sqrt{m}}, \|b\|_\infty \leq r_b, \|u\|_2 \leq r_u, \|W_j\|_2 \leq r_W, \|u\|_0 \leq M, \|W_j\|_0 \leq M, j \in [m] \right\}.$$ 

and for some $\tau > 0$, let $\mathcal{G} := \{(x, y) \rightarrow (y - \langle u, x \rangle - \langle a, \phi(W^\top x + b) \rangle)^2 \wedge \tau^2 \mid (a, W, b, u) \in \Theta\}$ and let $\mathcal{R}(\mathcal{G})$ denote the Rademacher complexity of $\mathcal{G}$. Then, with $x \sim \mathcal{N}(0, I_d)$, we have

$$\mathcal{R}(\mathcal{G}) \leq 4\tau C \left( r_a r_W + r_u \right) \sqrt{\frac{M \log(\frac{6d}{M})}{n}} + \frac{r_a r_b}{\sqrt{n}}$$

where $n$ is number of samples and $C > 0$ is a universal constant.
Proof} Let $F := \{ (x, y) \rightarrow \langle u, x \rangle + \langle a, \phi(W^T x + b) \rangle \mid (a, W, b, u) \in \Theta \}$. By Talagrand’s contraction principle, we have $R(G) \leq 2\tau R(F)$. Hence, in the following, we will bound $R(F)$.

Indeed, let $(\varepsilon_i)_{i \in \mathbb{N}}$ be a sequence of i.i.d Radamacher random variables. Then, we have

\[
R(F) = \mathbb{E} \left[ \sup_{(a,W,b,u)} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \left( \langle u, x_i \rangle + \langle a, \phi(W^T x_i + b) \rangle \right) \right]
\leq \mathbb{E} \left[ \sup_{(a,W,b)} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \left( a, \phi(W^T x_i + b) \right) \right] + \mathbb{E} \left[ \sup_{u} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \langle u, x_i \rangle \right]
\leq \mathbb{E} \left[ \sup_{(a,W,b)} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \left( a, \phi(W^T x_i + b) \right) \right] + C \tau_r \sqrt{\frac{M \log \left( \frac{6d}{M} \right)}{n}} \tag{H.9}
\]

where we use (Vershynin, 2018, Exercise 10.3.8) in the last line. To bound the first term, we have

\[
\mathbb{E} \left[ \sup_{(a,W,b)} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \left( a, \phi(W^T x_i + b) \right) \right] \leq \frac{r_a}{\sqrt{m}} \mathbb{E} \left[ \sup_{(a,W,b)} \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \phi(W^T x_i + b) \right\|_2 \right]
\leq r_a \mathbb{E} \left[ \sup_{(a,W,b)} \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \phi(W^T x_i + b) \right\|_\infty \right]
\leq 2r_a \mathbb{E} \left[ \sup_{\|w\|_2 \leq r w, \|w\|_0 \leq M, |b| \leq r_b} \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i (\langle w, x_i \rangle + b) \right\|_\infty \right] \tag{H.10}
\]

where we use Cauchy Schwartz inequality in the first line, and the contraction lemma in the last line (note that $\phi(0) = 0$ and it is 1-Lipschitz). Then, since the set we take supremum over is symmetric, we have

\[
(H.10) = 2r_a \mathbb{E} \left[ \sup_{\|w\|_2 \leq r w, \|w\|_0 \leq M, |b| \leq r_b} \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i (\langle w, x_i \rangle + b) \right\|_\infty \right]
\leq 2r_a r w \mathbb{E} \left[ \sup_{\|w\|_2 \leq 1, \|w\|_0 \leq M} \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i x_i \right\| \right] + 2r_a r_b \mathbb{E} \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \right\| \right]
\leq 2C r_a r w \sqrt{ \frac{M \log \left( \frac{6d}{M} \right)}{n}} + 2r_a r_b \frac{1}{\sqrt{n}} \tag{H.11}
\]

where we use (Vershynin, 2018, Exercise 10.3.8) in the last line. By (H.9) and (H.11), the statement follows.

\[\boxdot\]

**Lemma 75** For fixed $(a, W, b) \in \mathbb{R}^m \times \mathbb{R}^{d \times m} \times \mathbb{R}^m$, let $\hat{y}(x; (a, W, b)) := a^T \phi(W^T x + b)$. For $x \sim \mathcal{N}(0, I_d)$, we have the following:

1. $\mathbb{E}_x[\hat{y}(x; (a, W, b))^2] \leq \|a\|^2_2 (\|b\|^2_2 + \|W\|^2_F)$
2. \( \mathbb{E}_x[\hat{y}(x; (a, W, b))^4] \leq \|a\|^4 \sum_{j=1}^m (3\|W_j\|^4 + 6\|W_j\|^2 b_j^2 + b_j^4) \)

**Proof** For the first item, by using Cauchy Schwartz inequality and that \( \phi(t) \leq |t| \), we have
\[
\mathbb{E}[\hat{y}(x; (a, W, b))^2] = \mathbb{E}\left[ \langle a, \phi(W^T x + b) \rangle^2 \right] \leq \|a\|^2 \mathbb{E} \left[ \|W^T x + b\|^2 \right] = \|a\|^2 \left( \|b\|^2 + \|W\|^2_F \right).
\]
For the second item, by using the same arguments,
\[
\mathbb{E}[\hat{y}(x; (a, W, b))^2] = \|a\|^2 \mathbb{E} \left[ \|W^T x + b\|^4 \right] \leq \|a\|^4 \sum_{j=1}^m \mathbb{E} \left[ \langle W_j, x \rangle + b_j \right]^4 = \|a\|^4 \sum_{j=1}^m (3\|W_j\|^4 + 6\|W_j\|^2 b_j^2 + b_j^4)
\]
where we use \( \|v\|_4 \leq m^{1/4}\|v\|_2 \) for \( v \in \mathbb{R}^m \) for (a).

**Lemma 76** For fixed \((a, W, b) \in \mathbb{R}^m \times \mathbb{R}^{d \times m} \times \mathbb{R}^m\), and \( u \in \mathbb{R}^d \), let \( \hat{y}(x; (a, W, b)) := a^T \phi(W^T x + b) + u^T x \). For \( x \sim \mathcal{N}(0, I_d) \), we have with probability at least \( 1 - \delta \),
\[
|\hat{y}(x; (a, W, b)) - \sigma^*(V^T x)| \leq \|a\|_2 \sqrt{\|b\|_2^2 + \|W\|_F^2} + (\|a\|_2 \|W\|_F + \|u\|_2) \sqrt{2 \log(4/\delta)} + C_1(r + 2)(2\varepsilon)^{C_2} \log^{C_2}(6/\delta).
\]

**Proof** We first observe that
\[
|\hat{y}(x; (a, W, b)) - \sigma^*(V^T x)| = |\hat{y}(x; (a, W, b)) - \mathbb{E}[\hat{y}(x; (a, W, b))]| + |\mathbb{E}[\hat{y}(x; (a, W, b))] + \sigma^*(V^T x)|
\]
\[
\leq |\hat{y}(x; (a, W, b)) - \mathbb{E}[\hat{y}(x; (a, W, b))]| + |\sigma^*(V^T x)|
\]
\[
+ \|a\|_2 \left( \|b\|_2^2 + \|W\|_F^2 \right)^{1/2}.
\]
Moreover, since \( \phi \) is 1-Lipschitz that \( x \rightarrow \hat{y}(x; (a, W, b)) \) is \( \|a\|_2 \|W\|_F + \|u\|_2 \) - Lipschitz. Then, by using Gaussian Lipschitz concentration inequality (see [Vershynin, 2018, Theorem 5.2.2]) and Corollary 66, we obtain the statement.