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#### Abstract

Semidefinite programming (SDP) with diagonal constraints arise in many optimization problems, such as Max-Cut, community detection and group synchronization. Although SDPs can be solved to arbitrary precision in polynomial time, generic convex solvers do not scale well with the dimension of the problem. In order to address this issue, Burer and Monteiro (Math Program 95(2):329-357, 2003) proposed to reduce the dimension of the problem by appealing to a low-rank factorization and solve the subsequent non-convex problem instead. In this paper, we present coordinate ascent based methods to solve this non-convex problem with provable convergence guarantees. More specifically, we prove that the block-coordinate maximization algorithm applied to the non-convex Burer-Monteiro method globally converges to a first-order stationary point with a sublinear rate without any assumptions on the problem. We further show that this algorithm converges linearly around a local maximum provided that the objective function exhibits quadratic decay. We establish that this condition generically holds when the rank of the factorization is sufficiently large. Furthermore,


[^0]incorporating Lanczos method to the block-coordinate maximization, we propose an algorithm that is guaranteed to return a solution that provides $1-\mathcal{O}(1 / r)$ approximation to the original SDP without any assumptions, where $r$ is the rank of the factorization. This approximation ratio is known to be optimal (up to constants) under the unique games conjecture, and we can explicitly quantify the number of iterations to obtain such a solution.
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## 1 Introduction

A variety of problems in statistical estimation and machine learning require solving a combinatorial optimization problem, which are often intractable [42]. Semidefinite programs (SDP) are commonly used as convex relaxations for these problems, providing efficient algorithms with approximate optimality [34]. A generic SDP in this framework can be written as

$$
\begin{aligned}
\operatorname{maximize} & \langle\boldsymbol{A}, \boldsymbol{X}\rangle \\
\text { subject to } & X_{i i}=1, \text { for } i \in[n], \\
& \boldsymbol{X} \succeq 0,
\end{aligned}
$$

where $\boldsymbol{A}, \boldsymbol{X} \in \operatorname{Sym}_{n}$ (real symmetric matrices of size $n \times n$ ) and $[n]=\{1,2, \ldots, n\}$. This problem appears as a convex relaxation to the celebrated Max-Cut problem [22], graphical model inference [19], community detection problems [6], and group synchronization [32].

Although SDPs serve as reliable relaxations to many combinatorial problems, the resulting convex problem is still computationally challenging. Interior point methods can solve SDPs to arbitrary accuracy in polynomial-time, but they do not scale well with the problem dimension $n$. A popular approach to remedy these limitations is to introduce a low-rank factorization $\boldsymbol{X}=\boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}$, where $\sigma \in \mathbb{R}^{n \times r}$ with $r$ denoting the rank. This reformulation removes the positive semidefinite cone constraint in (CVX) since $\boldsymbol{X}=\boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}$ is guaranteed to be a positive semidefinite matrix, and choosing $r \ll n$ provides computational efficiency as well as storage benefits. This method is often referred to as Burer-Monteiro approach [15]. Denoting $i$ th row of $\sigma$ by $\sigma_{i}$, i.e., $\sigma=\left[\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right]^{\top}$, the resulting non-convex problem can be written as follows

$$
\begin{aligned}
& \operatorname{maximize}\left\langle\boldsymbol{A}, \boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}\right\rangle \\
& \text { subject to }\left\|\sigma_{i}\right\|=1 \text {, for } i \in[n] .
\end{aligned}
$$

In the original Burer-Monteiro approach [15], the authors proposed to use an augmented Lagrangian method for a general form SDP. However, it has been recently
observed that feasible methods (such as block-coordinate maximization [25,43], Riemannian gradient [25,32] and Riemannian trust-region methods [1,11,26]) provide empirically faster rates since feasibility can be efficiently guaranteed via projection onto the Cartesian product of spheres. Despite overwhelming empirical evidence [25,32,43], convergence properties of these feasible methods are not well-understood (except the Riemannian trust-region method, for which a sublinear convergence rate is shown in [11] and a local superlinear convergence is shown in [1] with no rate estimate). Among these methods, block-coordinate maximization and Riemannian gradient ascent are simpler to implement and have computational complexity of $\mathcal{O}(n r)$ and $\mathcal{O}\left(n^{2} r\right)$, respectively, whereas Riemannian trust-region requires to solve the trustregion subproblem at each iteration, which is usually solved iteratively using the Lanczos method in a few iterations, whose per iteration requires $\mathcal{O}\left(n^{2} r\right)$ arithmetic operations. Furthermore, block-coordinate maximization does not have any step size or tuning parameters, unlike Riemannian gradient ascent and Riemannian trust-region methods. Empirical studies further motivate the use of block-coordinate maximization by presenting superior performance compared to existing methods on large-scale problems, often with linear convergence [25]. In this paper, we provide the first local and global convergence rate guarantees for the block-coordinate maximization method (applied to Burer-Monteiro approach) in the literature, which are consistent with the empirical performance of the algorithm. Our contributions can be summarized as follows:

- We establish the global sublinear convergence of the block-coordinate maximization algorithm applied to (Non-CVX) without any assumptions on the cost matrix A.
- We show that this algorithm enjoys a linear rate around a neighborhood of any local maximum when the objective function satisfies the quadratic decay assumption.
- We establish that the quadratic decay condition that leads to local linear convergence generically holds when the rank of the factorization satisfies $r \geq \sqrt{2 n}$.
- Incorporating Lanczos methods into the block-coordinate maximization procedure, we propose an algorithm that returns an approximate second-order stationary point of (Non-CVX). By choosing the rank of the factorization sufficiently large and selecting the parameters of the algorithm according to the cost matrix $\boldsymbol{A}$, we show that the solution returned by this algorithm is not only an approximate local maximum to (Non-CVX), but also provides $1-\mathcal{O}(1 / r)$ approximation to (CVX). We highlight that this approximation ratio is optimal under the unique games conjecture.
- We validate our theoretical results via numerical examples and compare the performance of the block-coordinate maximization algorithm with various manifold optimization methods to demonstrate its performance.


### 1.1 Related work

There are numerous papers that analyze the landscape of the solution space of (Non-CVX). In particular, it is known that (CVX) admits an optimal solution of rank $r$ such that $r(r+1) / 2 \leq n[7,35]$. Using this observation, it has been shown in
$[15,16,26]$ that when $r \geq \sqrt{2 n}$, if $\sigma$ is a rank deficient second-order stationary point of (Non-CVX), then $\sigma$ is a global maximum for (Non-CVX) and $\boldsymbol{X}=\boldsymbol{\sigma} \sigma^{\top}$ is a global maximum for (CVX). The recent paper [12] showed that when $r \geq \sqrt{2 n}$, for almost all $\boldsymbol{A}$, every $\boldsymbol{\sigma}$ that is a first-order stationary point is rank deficient. For arbitrary rank $r$, it is shown that all local maxima are within a $n\|\boldsymbol{A}\|_{2} / \sqrt{r}$ gap from the optimum of (CVX) [33], and any $\varepsilon$-approximate concave point is within a $\operatorname{Rg}(\mathrm{Non}-\mathrm{CVX}) /(r-1)+n \varepsilon / 2$ gap from the optimum of (CVX) [32], where $\operatorname{Rg}($ Non-CVX) is the range of the problem (Non-CVX), i.e., the difference between the maximum and the minimum values of the objective in (Non-CVX).

Javanmard et al. [25] showed that when applied to solve (Non-CVX), Riemannian gradient ascent and block-coordinate maximization methods provide excellent numerical results, yet no convergence guarantee is provided. Similar experimental results are also observed in [43] for the block-coordinate maximization algorithm and in [32] for the Riemannian gradient ascent algorithm. Concurrent to this work, in [43], the authors analyzed the convergence of the deterministic block-coordinate maximization algorithm. In particular, they showed that the deterministic block-coordinate maximization algorithm is asymptotically convergent (see [43, Theorem 3.2]) and enjoys a local liner convergence with no explicit rate estimates (see [43, Theorem 3.5]). They also proved that the deterministic block-coordinate maximization approach converges to a local maximum generically under random initialization using the center-stable manifold theorem similar to [30]. These results hold under the assumption that the iterates generated by the algorithm satisfy a certain condition that is seemingly impossible to verify without actually running the algorithm. To alleviate this issue, the authors suggested using a coordinate ascent method with a sufficiently small step size, for which the aforementioned convergence results hold without this precarious assumption. In [9], the authors provided a global sublinear convergence rate for the Riemannian trust-region method for general non-convex problems and these results have been used in $[11,32]$ for the non-convex Burer-Monteiro approach. Augmented Lagrangian methods have been proposed to solve (Non-CVX) as well [15,16], however these methods do not benefit from separability of the manifold constraints, and hence are usually slower [12].

There also exist methods that solve (CVX) by exploiting its special structure [5,21,27,39]. In particular, [27] reduces (CVX) to a sequence of approximate eigenpair computations that is efficiently solved using the power method. In [5,39], matrix multiplicative weights algorithm is used to approximately solve (CVX), and these ideas are extended in [21] using sketching techniques [40]. However, these methods require constructing $X \in \operatorname{Sym}_{n}$ explicitly, which is prohibitive when $n$ goes beyond a few thousands, whereas the Burer-Monteiro approach we consider in this paper easily scales to very large instances as the low-rank factorization decreases the dimension of the problem from $\mathcal{O}\left(n^{2}\right)$ to $\mathcal{O}(n r)$ with $r \ll n$. For time complexity comparison between these methods that are based on Lagrangian relaxation and the Burer-Monteiro approach in this paper, we refer to Corollary 4.

Coordinate descent methods have been successfully applied to non-convex differentiable optimization problems in several papers [31,36,38,41]. In [41], the authors propose a coordinate gradient descent approach that may be viewed as a hybrid of gradient-projection and coordinate descent to minimize the sum of a smooth function
and a convex separable function. They analyze the greedy coordinate selection rule and present local linear convergence, although no rate estimates are provided. [38] considers a similar composite but convex optimization problem and provides explicit rate estimates. These results are then generelized to non-convex problems by [36] and [31]. However, these approaches heavily rely on the Euclidean geometry and cannot handle non-convex constraints, which is the main focus of our paper.

### 1.2 Notations and preliminaries

Throughout the paper, matrices are denoted with a boldface font, and all vectors are column vectors. The superscripts are used to denote iteration counters, i.e., $\boldsymbol{\sigma}^{k}$ denotes the value of $\boldsymbol{\sigma}$ at iteration $k$. For a vector $g,\|g\|$ represents its Euclidean norm. For matrices $\boldsymbol{A}, \boldsymbol{B}$, we write $\langle\boldsymbol{A}, \boldsymbol{B}\rangle=\operatorname{trace}\left(\boldsymbol{A} \boldsymbol{B}^{\top}\right)$ for the inner product associated to the Frobenius norm $\|\boldsymbol{A}\|_{\mathrm{F}}=\sqrt{\langle\boldsymbol{A}, \boldsymbol{A}\rangle} . A_{i j}$ represents the entry at the $i$ th row and $j$ th column of $\boldsymbol{A}, A_{i}$ represents its $i$ th row as a column vector, and $\|\boldsymbol{A}\|_{1}=\max _{1 \leq j \leq n} \sum_{i=1}^{n}\left|A_{i j}\right|$ represents its 1-norm, and $\|\boldsymbol{A}\|_{1,1}=\sum_{i, j=1}^{n}\left|A_{i j}\right|$ represents its $L_{1,1}$-norm. For a function $h, \nabla h$ and grad $h$ represent its Euclidean and Riemannian gradients, respectively. Similarly, $\nabla^{2} h$ and Hess $h$ represent its Euclidean and Riemannian Hessians, respectively. We let $\mathbb{S}^{m-1}$ denote the unit sphere in $\mathbb{R}^{m}$. For a vector $y, \operatorname{Diag}(y)$ represents the diagonal matrix whose $i$ th diagonal entry is $y_{i}$. Similarly for a matrix $\boldsymbol{A}, \operatorname{diag}(\boldsymbol{A})$ represents the vector whose $i$ th entry is $A_{i i}$.

For brevity, we assume without loss of generality that $\boldsymbol{A}$ is a symmetric matrix and $A_{i i}=0$, for all $i \in[n]$ (the latter assumption is removed in Sect. 4 to keep our presentation consistent with the existing works in the literature). Indeed, if $\boldsymbol{A}$ is not symmetric, then we can replace $\boldsymbol{A}$ by $\left(\boldsymbol{A}+\boldsymbol{A}^{\top}\right) / 2$, which is a symmetric matrix, and the objective value (Non-CVX) remains the same for all $\sigma \in \mathbb{R}^{n \times r}$ since $\sigma \sigma^{\top}$ is symmetric. Similarly, replacing the diagonal entries of $\boldsymbol{A}$ by zeros decreases the objective value by the constant $\operatorname{Tr}(\boldsymbol{A})$ for all feasible $\sigma$, since the diagonal entries of $\boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}$ are equal to 1 .

The rest of the paper is organized as follows. In Sect. 2, we present the algorithm and discuss its per iteration cost. In Sect. 3, we prove the global sublinear convergence and local linear convergence of the algorithm with explicit rate estimates. In Sect. 4, we introduce a second-order method based on block-coordinate maximization and Lanczos method that is guaranteed to return solutions with global optimality guarantees. We also provide a global sublinear convergence rate estimate for this algorithm. We perform numerical experiments to validate our theoretical results in Sect. 5 and conclude the paper in Sect. 6.

## 2 Block-coordinate maximization algorithm

In this section, we discuss the block-coordinate maximization (BCM) algorithm, its update rule and per iteration computational cost. Throughout the paper, we let $f$ : $\mathbb{R}^{n \times r} \rightarrow \mathbb{R}$ denote the objective function of (Non-CVX), i.e.,

```
Algorithm 1 Block-Coordinate Maximization (BCM)
    Initialize \(\sigma^{0} \in \mathbb{R}^{n \times r}\) and calculate \(g_{i}^{0}=\sum_{j \neq i} A_{i j} \sigma_{j}^{0}\), for all \(i \in[n]\).
    for \(k=0,1,2, \ldots\) do
        Choose block \(i_{k}=i\) using one of the coordinate selection rules.
        \(\sigma_{i_{k}}^{k+1} \leftarrow g_{i_{k}}^{k} /\left\|g_{i_{k}}^{k}\right\|\).
        \(g_{i}^{k+1} \leftarrow g_{i}^{k}-A_{i i_{k}} \sigma_{i_{k}}^{k}+A_{i i_{k}} \sigma_{i_{k}}^{k+1}\), for all \(i \neq i_{k}\).
    end for
```

$$
f(\boldsymbol{\sigma})=\left\langle\boldsymbol{A}, \boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}\right\rangle
$$

Given the current iterate $\sigma^{k}$, the BCM algorithm chooses a row $i_{k} \in[n]$ of the matrix $\sigma^{k}$ and maximizes the following objective

$$
f\left(\boldsymbol{\sigma}^{k}\right)=\sum_{i=1}^{n}\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle, \quad \text { where } \quad g_{i}^{k}:=\sum_{j \neq i} A_{i j} \sigma_{j}^{k}
$$

over the block $\sigma_{i_{k}}^{k} \in \mathbb{S}^{r-1}$. More formally, we can write the update rule of the algorithm as follows

$$
\begin{align*}
\sigma_{i_{k}}^{k+1} & =\arg \max _{\|\zeta\|=1} f\left(\sigma_{1}^{k}, \ldots, \sigma_{i_{k}-1}^{k}, \zeta, \sigma_{i_{k}+1}^{k}, \ldots, \sigma_{n}^{k}\right), \\
& =\arg \max _{\|\zeta\|=1} 2\left\langle\zeta, g_{i_{k}}^{k}\right\rangle+\sum_{i \neq i_{k}} \sum_{j \neq i, i_{k}} A_{i j}\left\langle\sigma_{i}^{k}, \sigma_{j}^{k}\right\rangle  \tag{1}\\
& =\arg \max _{\|\zeta\|=1}\left\langle\zeta, g_{i_{k}}^{k}\right\rangle=\frac{g_{i_{k}}^{k}}{\left\|g_{i_{k}}^{k}\right\|} \tag{2}
\end{align*}
$$

with the convention that $\sigma_{i_{k}}^{k+1}=\sigma_{i_{k}}^{k}$ when $\left\|g_{i_{k}}^{k}\right\|=0$. Blocks $\sigma_{i_{k}}^{k}$ that are updated at each iteration can be chosen through any deterministic or randomized rule, and in this paper we focus on three coordinate selection rules:

- Uniform sampling: $i_{k}=i$ with probability $p_{i}=1 / n$.
- Importance sampling: $i_{k}=i$ with probability $p_{i}=\left\|g_{i}^{k}\right\| / \sum_{j=1}^{n}\left\|g_{j}^{k}\right\|$.
- Greedy coordinate selection: $i_{k}=\arg \max _{i \in[n]}\left(\left\|g_{i}^{k}\right\|-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle\right)$.

Per iteration computational cost of the BCM algorithm with uniform sampling is $\mathcal{O}(n r)$ as after $i_{k}$ is chosen uniformly at random, $g_{i_{k}}^{k}$ can be computed in $2(n-1) r$ floating point operations. On the other hand, the BCM algorithm with importance sampling and greedy coordinate selection requires all $\left\{\left\|g_{i}^{k}\right\|\right\}_{i=1}^{n}$, which can be naively computed in $\mathcal{O}\left(n^{2} r\right)$ floating point operations per iteration. Instead, a smarter implementation is to keep both $\left\{\sigma_{i}^{k}\right\}_{i=1}^{n}$ and $\left\{g_{i}^{k}\right\}_{i=1}^{n}$ 's in the memory (only the current iterates, not all the past ones) and update them as presented in Algorithm 1, which can be done in $2(n-1) r$ floating point operations. Therefore, per iteration computational cost of the BCM method with all three coordinate selection rules is $\mathcal{O}(n r)$ for dense $\boldsymbol{A}$ (i.e., when no structure is available on $\boldsymbol{A}$ ). However, in many SDP applications (such as

Max-Cut and graphical model inference), $\boldsymbol{A}$ is induced by a graph and letting $d$ denote the maximum degree of the graph that induces $\boldsymbol{A}$, the computational cost of the BCM algorithm becomes $\mathcal{O}(d r)$. In comparison, per iteration computational complexity of the Riemannian gradient ascent algorithm is $\mathcal{O}\left(n^{2} r\right)$, whereas the Riemannian trustregion algorithm runs a few iterations of a subroutine (e.g., power method) to solve the trust-region subproblem, whose per iteration cost is typically $\mathcal{O}\left(n^{2} r\right)$.

Using any of the coordinate selection rules, the function values of the iterates generated by the BCM algorithm is a non-decreasing sequence by the definition of the algorithm. The increase in the function value per iteration (before reaching to stationarity) can be explicitly computed as we present in the following lemma.

Lemma 1 Suppose at the kth iteration of the BCM algorithm, $i_{k}$ th block is chosen (with some coordinate selection rule). Then, the BCM algorithm yields the following ascent on the objective value:

$$
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right)=2\left(\left\|g_{i_{k}}^{k}\right\|-\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle\right) \geq 0
$$

Proof According to the decomposition in (1), we can compute the objective function as follows:

$$
\begin{align*}
f\left(\boldsymbol{\sigma}^{k+1}\right) & =2\left\langle\sigma_{i_{k}}^{k+1}, g_{i_{k}}^{k+1}\right\rangle+\sum_{i \neq i_{k}} \sum_{j \neq i, i_{k}} A_{i j}\left\langle\sigma_{i}^{k+1}, \sigma_{j}^{k+1}\right\rangle, \\
& =2\left\langle\sigma_{i_{k}}^{k+1}, g_{i_{k}}^{k}\right\rangle+\sum_{i \neq i_{k}} \sum_{j \neq i, i_{k}} A_{i j}\left\langle\sigma_{i}^{k}, \sigma_{j}^{k}\right\rangle, \tag{3}
\end{align*}
$$

where the latter equality follows since $g_{i_{k}}^{k+1}=g_{i_{k}}^{k}$ and all the terms in the sum are independent of $\sigma_{i_{k}}^{k+1}$. After adding and subtracting $2\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle$ to the right-hand side of (3), we obtain

$$
f\left(\boldsymbol{\sigma}^{k+1}\right)=f\left(\boldsymbol{\sigma}^{k}\right)+2\left(\left\langle\sigma_{i_{k}}^{k+1}, g_{i_{k}}^{k}\right\rangle-\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle\right) .
$$

By the update rule of the algorithm, we have $\sigma_{i_{k}}^{k+1}=g_{i_{k}}^{k} /\left\|g_{i_{k}}^{k}\right\|$, and plugging this value in the above equation concludes the proof.

## 3 Convergence rate of BCM

In this section, we analyze the convergence rate of the BCM algorithm. As the feasible set of the problem in (Non-CVX) defines a smooth manifold, we will use certain tools from manifold optimization throughout the paper, which are highlighted in the following subsection. We refer to [2, Section 5.4] for a more detailed treatment of this topic.

### 3.1 Riemannian geometry of the problem

We define the following submanifold of matrices $\mathbb{R}^{n \times r}$ that corresponds to the Riemannian geometry induced by the constraints of the problem (Non-CVX) in the Euclidean space:

$$
\mathcal{M}_{r}:=\left\{\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)^{\top} \in \mathbb{R}^{n \times r}:\left\|\sigma_{i}\right\|=1, \forall i \in[n]\right\}
$$

This manifold represents the Cartesian product of $n$ unit spheres in $\mathbb{R}^{r}$. For any given point $\sigma \in \mathcal{M}_{r}$, its tangent space can be found by taking the differential of the equality constraints as follows

$$
T_{\sigma} \mathcal{M}_{r}:=\left\{\boldsymbol{u}=\left(u_{1}, \ldots, u_{n}\right)^{\top} \in \mathbb{R}^{n \times r}:\left\langle u_{i}, \sigma_{i}\right\rangle=0, \forall i \in[n]\right\}
$$

The Riemannian gradient of $f$ on this manifold can be computed by the projection of its Euclidean gradient onto the tangent bundle. In particular, let $\mathrm{P}_{\sigma}^{\perp}: \mathbb{R}^{n \times r} \rightarrow T_{\sigma} \mathcal{M}_{r}$ denote the projection operator from the Euclidean space to the tangent space of $\sigma$. When applied to a given matrix $\boldsymbol{w}=\left(w_{1}, \ldots, w_{n}\right)^{\top} \in \mathbb{R}^{n \times r}$, this projection operator yields

$$
\begin{aligned}
\mathrm{P}_{\boldsymbol{\sigma}}^{\perp}(\boldsymbol{w}) & =\left(w_{1}-\left\langle\sigma_{1}, w_{1}\right\rangle \sigma_{1}, \ldots, w_{n}-\left\langle\sigma_{n}, w_{n}\right\rangle \sigma_{n}\right)^{\top}, \\
& =\boldsymbol{w}-\operatorname{Diag}\left(\operatorname{diag}\left(\boldsymbol{w} \boldsymbol{\sigma}^{\top}\right)\right) \boldsymbol{\sigma} .
\end{aligned}
$$

Therefore, the Riemannian gradient of $f$ at $\sigma$ can be computed as follows

$$
\operatorname{grad} f(\boldsymbol{\sigma})=\mathrm{P}_{\boldsymbol{\sigma}}^{\perp}(\nabla f(\boldsymbol{\sigma}))=2(\boldsymbol{A}-\boldsymbol{\Lambda}) \boldsymbol{\sigma}
$$

where $\boldsymbol{\Lambda}=\operatorname{Diag}\left(\operatorname{diag}\left(\boldsymbol{A} \boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}\right)\right)$. Or equivalently, the Riemannian gradient of $f$ at $\boldsymbol{\sigma}$ can be explicitly expressed as follows

$$
\operatorname{grad} f(\boldsymbol{\sigma})=2\left(g_{1}-\left\langle\sigma_{1}, g_{1}\right\rangle \sigma_{1}, \ldots, g_{n}-\left\langle\sigma_{n}, g_{n}\right\rangle \sigma_{n}\right)^{\top}
$$

and its magnitude is given by

$$
\begin{equation*}
\|\operatorname{grad} f(\boldsymbol{\sigma})\|_{\mathrm{F}}^{2}=2 \sum_{i=1}^{n}\left\|g_{i}-\left\langle\sigma_{i}, g_{i}\right\rangle \sigma_{i}\right\|^{2}=2 \sum_{i=1}^{n}\left(\left\|g_{i}\right\|^{2}-\left\langle\sigma_{i}, g_{i}\right\rangle^{2}\right) \tag{4}
\end{equation*}
$$

Using the same approach, we can calculate the Riemannian Hessian of $f$ at $\sigma$ along the direction of a vector $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$ by projecting the directional derivative of the gradient vector field onto the tangent space of $\sigma$ as follows

$$
\operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]=\mathrm{P}^{\perp}(\mathrm{D} \operatorname{grad} f(\boldsymbol{\sigma})[\boldsymbol{u}]),
$$

where $\mathbf{D} \operatorname{grad} f(\boldsymbol{\sigma})[\boldsymbol{u}]$ denotes the directional gradient of $\operatorname{grad} f(\boldsymbol{\sigma})$ along the direction $\boldsymbol{u}$. This yields

$$
\begin{align*}
\operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}] & =\mathrm{P}^{\perp}\left(2(\boldsymbol{A}-\boldsymbol{\Lambda}) \boldsymbol{u}-2 \operatorname{Diag}\left(\operatorname{diag}\left(\boldsymbol{A} \boldsymbol{\sigma} \boldsymbol{u}^{\top}+\boldsymbol{A} \boldsymbol{u} \boldsymbol{\sigma}^{\top}\right)\right) \boldsymbol{\sigma}\right) \\
& =\mathrm{P}^{\perp}(2(\boldsymbol{A}-\boldsymbol{\Lambda}) \boldsymbol{u}) \tag{5}
\end{align*}
$$

and in particular, for any $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$, we have

$$
\begin{equation*}
\langle\boldsymbol{u}, \operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]\rangle=2\langle\boldsymbol{u},(\boldsymbol{A}-\boldsymbol{\Lambda}) \boldsymbol{u}\rangle . \tag{6}
\end{equation*}
$$

The geodesics $t \mapsto \sigma(t)$ (i.e., curves of shortest path with zero acceleration) can be expressed as a function of $\sigma=\sigma(0) \in \mathcal{M}_{r}$ and $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$ as follows

$$
\begin{equation*}
\sigma_{i}(t)=\sigma_{i} \cos \left(\left\|u_{i}\right\| t\right)+\frac{u_{i}}{\left\|u_{i}\right\|} \sin \left(\left\|u_{i}\right\| t\right) \tag{7}
\end{equation*}
$$

This geodesic can be thought as the curve on the manifold that are obtained by moving from $\sigma \in \mathcal{M}_{r}$ towards the direction pointed by $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$ (Table 1). According to this definition, the exponential map $\operatorname{Exp}_{\sigma}: T_{\sigma} \mathcal{M}_{r} \rightarrow \mathcal{M}_{r}$ corresponds to evaluating the point at $t=1$ on the geodesic function, i.e., letting $\boldsymbol{\sigma}^{\prime}=\operatorname{Exp}_{\sigma}(\boldsymbol{u})$, where $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$, we have

$$
\sigma_{i}^{\prime}=\sigma_{i} \cos \left(\left\|u_{i}\right\|\right)+\frac{u_{i}}{\left\|u_{i}\right\|} \sin \left(\left\|u_{i}\right\|\right)
$$

According to this geodesic map, we can also define the following geodesic distance between two points $\sigma$ and $\sigma^{\prime}$ on the manifold:

$$
\begin{equation*}
\operatorname{dist}\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)=\left(\sum_{i=1}^{n}\left(\arccos \left\langle\sigma_{i}, \sigma_{i}^{\prime}\right\rangle\right)^{2}\right)^{1 / 2} \tag{8}
\end{equation*}
$$

More specifically, letting $\sigma^{\prime}=\operatorname{Exp}_{\sigma}(\boldsymbol{u})$, we obtain

$$
\operatorname{dist}\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)=\left(\sum_{i=1}^{n}\left(\arccos \left\langle\sigma_{i}, \sigma_{i} \cos \left\|u_{i}\right\|\right\rangle\right)^{2}\right)^{1 / 2}=\|\boldsymbol{u}\|_{\mathrm{F}}
$$

Similarly, the distance between a point $\boldsymbol{\sigma}$ and a non-empty, closed and (geodesically) convex set $\Omega$ can be found as

$$
\operatorname{dist}(\boldsymbol{\sigma}, \Omega)=\min _{\boldsymbol{\sigma}^{\prime} \in \Omega} \operatorname{dist}\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)
$$

Table 1 Summary of certain definitions stated in Sect. 3.1
Projection to the tangent space $T_{\boldsymbol{\sigma}} \mathcal{M}_{r}$ at $\boldsymbol{\sigma} \quad \mathrm{P} \stackrel{\boldsymbol{\sigma}}{\perp}(\boldsymbol{w})=\boldsymbol{w}-\operatorname{Diag}\left(\operatorname{diag}\left(\boldsymbol{w} \boldsymbol{\sigma}^{\top}\right)\right) \boldsymbol{\sigma}$

Riemannian gradient at $\sigma$
Riemannian Hessian at $\boldsymbol{\sigma}$ along $\boldsymbol{u} \in T_{\boldsymbol{\sigma}} \mathcal{M}_{r}$
Geodesic $t \rightarrow \boldsymbol{\sigma}(t)$
Exponential map $\boldsymbol{\sigma}^{\prime}=\operatorname{Exp}_{\sigma}(\boldsymbol{u})$
$\mathrm{P}_{\boldsymbol{\sigma}}^{\perp}(\boldsymbol{w})=\boldsymbol{w}-\operatorname{Diag}\left(\operatorname{diag}\left(\boldsymbol{w} \boldsymbol{\sigma}^{\top}\right)\right) \sigma$
$\operatorname{grad} f(\boldsymbol{\sigma})=2(\boldsymbol{A}-\boldsymbol{\Lambda}) \boldsymbol{\sigma}$ where $\boldsymbol{\Lambda}=\operatorname{Diag}\left(\operatorname{diag}\left(\boldsymbol{A} \boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}\right)\right)$
$\operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]=\mathrm{P}^{\perp}(2(\boldsymbol{A}-\boldsymbol{\Lambda}) \boldsymbol{u})$
$\sigma_{i}(t)=\sigma_{i} \cos \left(\left\|u_{i}\right\| t\right)+\frac{u_{i}}{\left\|u_{i}\right\|} \sin \left(\left\|u_{i}\right\| t\right)$
$\sigma_{i}^{\prime}=\sigma_{i} \cos \left(\left\|u_{i}\right\|\right)+\frac{u_{i}}{\left\|u_{i}\right\|} \sin \left(\left\|u_{i}\right\|\right)$

### 3.2 Global rate of convergence

In this section, we show that the BCM algorithm is globally convergent to a first-order stationary point of the problem with a sublinear rate. In particular, in the following theorem, we consider the BCM algorithm with greedy coordinate selection and show that its functional ascent (see Lemma 1) can be related to the norm of the Riemannian gradient of the function evaluated at the current iterate. By doing so, we prove that the BCM algorithm returns a solution with arbitrarily small Riemannian gradient.

Theorem 1 Let $f^{*}=\max _{\left\|\sigma_{i}\right\|=1, \forall i \in[n]} f(\boldsymbol{\sigma})$. Then, for any $K \geq 1, B C M$ with greedy coordinate selection yields the following guarantee

$$
\begin{equation*}
\min _{k \in[K-1]}\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \leq \frac{2 n\|\boldsymbol{A}\|_{1}\left(f^{*}-f\left(\boldsymbol{\sigma}^{0}\right)\right)}{K} . \tag{9}
\end{equation*}
$$

Proof From Lemma 1, we have

$$
\begin{aligned}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) & =2\left(\left\|g_{i_{k}}^{k}\right\|-\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle\right) \\
& =2 \max _{i \in[n]}\left(\left\|g_{i}^{k}\right\|-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle\right)
\end{aligned}
$$

where the latter equality follows by the greedy coordinate selection rule. We can rewrite this equation as follows:

$$
\begin{aligned}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) & =\max _{i \in[n]} \frac{2\left\|g_{i}^{k}\right\|\left(\left\|g_{i}^{k}\right\|-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle\right)}{\left\|g_{i}^{k}\right\|} \\
& \geq \max _{i \in[n]} \frac{\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}}{\left\|g_{i}^{k}\right\|}
\end{aligned}
$$

where the inequality follows since $\left\|g_{i}^{k}\right\| \geq\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle$ for all $\sigma_{i}^{k} \in \mathbb{R}^{r}$. Lower bounding the maximum with the mean of its arguments, we get

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{1}{n} \sum_{i=1}^{n} \frac{\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}}{\left\|g_{i}^{k}\right\|} . \tag{10}
\end{equation*}
$$

The $\left\|g_{i}^{k}\right\|$ term in the denominator in (10) can be upper bounded as follows

$$
\begin{equation*}
\left\|g_{i_{k}}^{k}\right\| \leq \sum_{j \neq i_{k}}\left|A_{i_{k} j}\right|\left\|\sigma_{j}^{k}\right\| \leq\|\boldsymbol{A}\|_{1} \tag{11}
\end{equation*}
$$

Using this bound in (10), we get

$$
\begin{align*}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) & \geq \frac{1}{n\|A\|_{1}} \sum_{i=1}^{n}\left(\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}\right) \\
& =\frac{\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2 n\|\boldsymbol{A}\|_{1}} . \tag{12}
\end{align*}
$$

In order to conclude (9), we assume the contrary that $\left\|\operatorname{grad} f\left(\sigma^{k}\right)\right\|_{\mathrm{F}}^{2}>\epsilon$ for all $k \in[K-1]$. Then, using the boundedness of $f$, we observe that

$$
f^{*}-f\left(\boldsymbol{\sigma}^{0}\right) \geq f\left(\boldsymbol{\sigma}^{K}\right)-f\left(\boldsymbol{\sigma}^{0}\right)=\sum_{k=0}^{K-1}\left[f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right)\right] .
$$

Using the functional ascent bound of BCM in (12), we get

$$
f^{*}-f\left(\boldsymbol{\sigma}^{0}\right) \geq \sum_{k=0}^{K-1} \frac{\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2 n\|\boldsymbol{A}\|_{1}}>\frac{K \epsilon}{2 n\|\boldsymbol{A}\|_{1}}
$$

where the latter inequality follows by the assumption. Then, by contradiction, the algorithm returns a solution with $\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \leq \epsilon$, for some $k \in[K-1]$, provided that

$$
K \geq \frac{2 n\|\boldsymbol{A}\|_{1}\left(f^{*}-f\left(\boldsymbol{\sigma}^{0}\right)\right)}{\epsilon}
$$

Using a similar approach to Theorem 1, we show in the following corollary that the BCM algorithm with uniform and importance sampling attains a similar sublinear convergence rate in expectation. The proof of this corollary follows similar lines to the proof of Theorem 1, hence is deferred to "Appendix A".

Corollary 1 Let $f^{*}=\max _{\left\|\sigma_{i}\right\|=1, \forall i \in[n]} f(\boldsymbol{\sigma})$. Then, for any $K \geq 1$, randomized $B C M$ yields the following guarantee

$$
\begin{equation*}
\min _{k \in[K-1]} \mathbb{E}\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \leq \frac{2 L\left(f^{*}-f\left(\boldsymbol{\sigma}^{0}\right)\right)}{K}, \tag{13}
\end{equation*}
$$

where

$$
L= \begin{cases}n\|\boldsymbol{A}\|_{1}, & \text { for uniform sampling, }  \tag{14}\\ \|\boldsymbol{A}\|_{1,1}, & \text { for importance sampling. }\end{cases}
$$

We can observe from (9), (13) and (14) that BCM with uniform sampling attains the same sublinear rate as BCM with greedy coordinate selection in expectation as they both require at most $\left\lceil\left(2 n\|\boldsymbol{A}\|_{1}\left(f^{*}-f\left(\boldsymbol{\sigma}^{0}\right)\right)\right) / \epsilon\right\rceil$ iterations to return a solution $\sigma$ satisfying $\|\operatorname{grad} f(\sigma)\|_{\mathrm{F}}^{2} \leq \epsilon$. On the other hand, we see that BCM with importance sampling enjoys a tighter convergence rate compared to BCM with uniform sampling, as $\|\boldsymbol{A}\|_{1,1} \leq n\|\boldsymbol{A}\|_{1}$ for all $\boldsymbol{A} \in \mathbb{R}^{n \times n}$.

### 3.3 Local rate of convergence

Although the BCM algorithm enjoys the sublinear convergence rates presented in Sect. 3.2, it is numerically observed that the rate of convergence is linear when $\boldsymbol{\sigma}^{k}$ is close to a local maximum [25,43]. In this section, we investigate this behavior and prove that indeed BCM attains a linear convergence rate around a local maximum under the quadratic decay condition on the objective function, which is classically defined as follows [4,8]: Consider the unconstrained maximization problem: $\max _{x} \varphi(x)$, and let $\Omega_{\bar{x}}$ denote the set of local maximizers with objective value $\varphi(\bar{x})$. Then, the quadratic decay condition is said to be satisfied at $\bar{x}$ for $\varphi$, if there exists constants $\mu, \delta>0$ such that $\varphi(x) \leq \varphi(\bar{x})-\mu \operatorname{dist}^{2}\left(x, \Omega_{\bar{x}}\right)$, for all $x$ such that $\|x-\bar{x}\| \leq \delta$, where dist measures the distance between point $x$ and set $\Omega_{\bar{x}}$.

For the constrained optimization problem that we are considering in (Non-CVX), this definition needs to be slightly reworked. In particular, let $\sigma$ be a local maximum of (Non-CVX) and consider the Taylor expansion of $\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u})$ around $\boldsymbol{\sigma}$ :

$$
f\left(\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u})\right)=f(\boldsymbol{\sigma})+\frac{1}{2}\langle\boldsymbol{u}, \operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]\rangle+\mathcal{O}\left(\|\boldsymbol{u}\|_{\mathrm{F}}^{3}\right),
$$

where the first-order term is zero as $\sigma$ is a local maximum. Then, for a sufficiently small neighborhood of $\sigma$, the quadratic decay condition is satisfied if and only if there exists a constant $\mu>0$ such that $\langle\boldsymbol{u}, \operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]\rangle \leq-\mu \operatorname{dist}^{2}\left(\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u}), \Omega_{\boldsymbol{\sigma}}\right)$, for all $\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u})$ sufficiently close to $\sigma$, where $\Omega_{\sigma}$ is the set on which $f$ has constant value $f(\boldsymbol{\sigma})$. Assume for the sake of simplicity that $\sigma$ is a strict local maximum, i.e., $\Omega_{\sigma}=\{\boldsymbol{\sigma}\}$. Then, the distance between $\operatorname{Exp}_{\sigma}(\boldsymbol{u})$ and $\sigma$ can be found as the norm of the tangent vector that connects these two points via the geodesic curve, i.e., $\operatorname{dist}\left(\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u}), \boldsymbol{\sigma}\right)=\|\boldsymbol{u}\|_{\mathrm{F}}$. Therefore, the quadratic decay condition is satisfied if and only if there exists a constant $\mu>0$ such that $\langle\boldsymbol{u}, \operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]\rangle \leq-\mu\|\boldsymbol{u}\|_{\mathrm{F}}^{2}$ for all $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$, where we note that the condition that $\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u})$ is sufficiently close to $\boldsymbol{\sigma}$ is dropped considering the limit as $\boldsymbol{u} \rightarrow \mathbf{0}$.

Unfortunately, no local maximum is a strict local maximum for the problem (Non-CVX). To observe this, let $\mathrm{O}(r)=\left\{\boldsymbol{Q} \in \mathbb{R}^{r \times r}: \boldsymbol{Q}^{\top} \boldsymbol{Q}=\boldsymbol{Q} \boldsymbol{Q}^{\top}=\boldsymbol{I}\right\}$ denote the orthogonal group in dimension $r$. Then, it can be observed that $f(\sigma \boldsymbol{Q})=$
$\left\langle\boldsymbol{A}, \boldsymbol{\sigma} \boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{\sigma}^{\top}\right\rangle=\left\langle\boldsymbol{A}, \boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}\right\rangle=f(\boldsymbol{\sigma})$, for any $\boldsymbol{Q} \in \mathrm{O}(r)$. Therefore, in order to measure the distance between $\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u})$ and $\Omega_{\boldsymbol{\sigma}}$, we define the following equivalence relation $\sim$ :

$$
\begin{equation*}
\sigma \sim \sigma^{\prime} \Longleftrightarrow \exists \boldsymbol{Q} \in O(r): \sigma=\sigma^{\prime} \boldsymbol{Q} \tag{15}
\end{equation*}
$$

This equivalence relation induces a quotient space denoted by $\mathcal{M}_{r} / \sim$ and we let $[\sigma$ ] denote the equivalence class of a given matrix $\sigma \in \mathcal{M}_{r}$. According to this definition, $f$ has constant value of $f(\boldsymbol{\sigma})$ on the set $[\sigma]$, i.e., $\Omega_{\sigma}=[\sigma]$. We let $\mathcal{V}_{\sigma} \subset T_{\sigma} \mathcal{M}_{r}$ denote the tangent space to the equivalence class $[\sigma]$, which can be found as $\mathcal{V}_{\sigma}=$ $\left\{\boldsymbol{\sigma} \boldsymbol{B}: \boldsymbol{B} \in \mathbb{R}^{r \times r}\right.$ and $\left.\boldsymbol{B}^{\top}=-\boldsymbol{B}\right\} .{ }^{1}$ Therefore, $\operatorname{dist}\left(\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u}),[\boldsymbol{\sigma}]\right)=\|\boldsymbol{u}\|_{\mathrm{F}}$ if the closest point to $\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u})$ in $[\boldsymbol{\sigma}]$ is $\boldsymbol{\sigma}$, or equivalently $\operatorname{dist}\left(\operatorname{Exp}_{\boldsymbol{\sigma}}(\boldsymbol{u}),[\boldsymbol{\sigma}]\right)=\|\boldsymbol{u}\|_{\mathrm{F}}$ if $u \in T_{\sigma} \mathcal{M}_{r} \backslash \mathcal{V}_{\sigma}$. Consequently, we say that quadratic decay is satisfied at $\sigma$ for $f$ if $\operatorname{Hess} f(\boldsymbol{\sigma})$ is negative definite on the orthogonal complement of $\mathcal{V}_{\boldsymbol{\sigma}}$ in $T_{\boldsymbol{\sigma}} \mathcal{M}_{r}$. The formal statement of this definition is as follows.

Definition 1 (Quadratic decay) Let $\sigma$ be a local maximum of (Non-CVX). Quadratic decay condition is said to be satisfied at $\sigma$ for $f$ if there exists a constant $\mu>0$ such that

$$
\begin{equation*}
\langle\boldsymbol{u}, \operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]\rangle \leq-\mu\|\boldsymbol{u}\|_{\mathrm{F}}^{2}, \text { for all } \boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r} \backslash \mathcal{V}_{\boldsymbol{\sigma}}, \tag{16}
\end{equation*}
$$

where $\mathcal{V}_{\sigma}$ is the tangent space to the equivalence class $[\sigma]$.
In the following theorem, we present the linear convergence rate of the BCM algorithm under the quadratic decay condition. We defer the validity of this condition to Sect. 3.4 where we show that quadratic decay generically (over the set of matrices $A$ ) holds for $f$ when $r$ is sufficiently large.

Theorem 2 Let $\overline{\boldsymbol{\sigma}}$ be a limit point of the BCM algorithm and assume that $\overline{\boldsymbol{\sigma}}$ is a local maximum that satisfies the quadratic decay condition. If $\sigma^{0}$ is sufficiently close to the equivalent class $[\bar{\sigma}]$, then the iterates generated by the BCM algorithm with greedy coordinate selection enjoy the following linear convergence rate

$$
\begin{equation*}
f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k+1}\right) \leq\left(1-\frac{\mu}{4 n^{2}\|\boldsymbol{A}\|_{1}}\right)\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right) . \tag{17}
\end{equation*}
$$

Proof We first discuss the outline of the proof for clarity. By (12), we have the following functional ascent bound on the iterates of the algorithm

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2 n\|\boldsymbol{A}\|_{1}} . \tag{18}
\end{equation*}
$$

In order to prove linear convergence, our aim is to show that $\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \geq$ $c\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)$ for some positive constant $c$ such that $c<2 n\|\boldsymbol{A}\|_{1}$, in a neighborhood around the limit points of the iterates generated by the algorithm. To prove this,

[^1]we consider the Taylor approximation of $\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}$ and $f\left(\boldsymbol{\sigma}^{k}\right)$ around $\boldsymbol{\sigma} \in[\overline{\boldsymbol{\sigma}}]$, where $\sigma$ is the closest point to $\sigma^{k}$ in the set $\bar{\sigma}$. In the remainder of this proof, we show that the desired inequality holds by relating the most significant terms in these Taylor expansions. We defer bounding the higher-order terms to "Appendix B" in order not to distract the reader from the content of the paper.

Let $\overline{\boldsymbol{\sigma}}$ be the limit point of a subsequence $\left\{\boldsymbol{\sigma}^{k_{\ell}}\right\}_{k_{\ell} \geq 0}$ that contains $\boldsymbol{\sigma}^{k}$. Then, we consider the solution $\sigma \in[\bar{\sigma}]$ such that $\sigma$ is the projection of $\sigma^{k}$ onto $[\bar{\sigma}]$, i.e., $\operatorname{dist}\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{k}\right) \leq \operatorname{dist}\left(\boldsymbol{\sigma}^{\prime}, \boldsymbol{\sigma}^{k}\right)$ for all $\boldsymbol{\sigma}^{\prime} \in[\overline{\boldsymbol{\sigma}}]$. Then, by construction there exists $\overline{\boldsymbol{u}} \in$ $T_{\sigma} \mathcal{M}_{r} \backslash \mathcal{V}_{\sigma}$ such that $\operatorname{Exp}_{\boldsymbol{\sigma}}(\overline{\boldsymbol{u}})=\boldsymbol{\sigma}^{k}$. For ease of presentation, we let $\boldsymbol{u}=\overline{\boldsymbol{u}} /\|\overline{\boldsymbol{u}}\|_{\mathrm{F}}$ denote the normalized tangent vector and consider the following geodesic to describe $\boldsymbol{\sigma}^{k}$ :

$$
\begin{equation*}
\sigma_{i}^{k}=\sigma_{i} \cos \left(\left\|u_{i}\right\| t\right)+\frac{u_{i}}{\left\|u_{i}\right\|} \sin \left(\left\|u_{i}\right\| t\right) \tag{19}
\end{equation*}
$$

where it can be observed that $t=\|\overline{\boldsymbol{u}}\|_{\mathrm{F}}$ recovers the original exponential map $\sigma^{k}=$ $\operatorname{Exp}_{\sigma}(\overline{\boldsymbol{u}})$. The second order Taylor approximation to (19) yields (note that $t=\|\overline{\boldsymbol{u}}\|_{\mathrm{F}}<$ 1 , when $\boldsymbol{\sigma}$ and $\boldsymbol{\sigma}^{k}$ are sufficiently close):

$$
\sigma_{i}^{k}=\sigma_{i}+t u_{i}-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2} \sigma_{i}+\mathcal{O}\left(t^{3}\right)
$$

and using this approximation, we obtain

$$
g_{i}^{k}=g_{i}+t v_{i}-\frac{t^{2}}{2} \tilde{g}_{i}+\mathcal{O}\left(t^{3}\right)
$$

where

$$
v_{i}^{k}=\sum_{j \neq i} A_{i j} u_{j} \quad \text { and } \quad \tilde{g}_{i}=\sum_{j \neq i} A_{i j}\left\|u_{j}\right\|^{2} \sigma_{j}
$$

This yields the following Taylor approximation to $\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}$ :

$$
\begin{aligned}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}= & 2 \sum_{i=1}^{n}\left(\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}\right) \\
= & 2 \sum_{i=1}^{n}\left(\left\|g_{i}+t v_{i}-\frac{t^{2}}{2} \tilde{g}_{i}\right\|^{2}\right. \\
& \left.-\left\langle\sigma_{i}+t u_{i}-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2} \sigma_{i}, g_{i}+t v_{i}-\frac{t^{2}}{2} \tilde{g}_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right), \\
= & 2 \sum_{i=1}^{n}\left\{\left\|g_{i}\right\|^{2}+2 t\left\langle g_{i}, v_{i}\right\rangle-t^{2}\left\langle g_{i}, \tilde{g}_{i}\right\rangle+t^{2}\left\|v_{i}\right\|^{2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& -\left(\left\langle\sigma_{i}, g_{i}\right\rangle+t\left\langle\sigma_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\langle\sigma_{i}, \tilde{g}_{i}\right\rangle\right. \\
& \left.\left.+t\left\langle u_{i}, g_{i}\right\rangle+t^{2}\left\langle u_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2}\left\langle\sigma_{i}, g_{i}\right\rangle\right)^{2}\right\}+\mathcal{O}\left(t^{3}\right) .
\end{aligned}
$$

Observe that as $\sigma$ is a local maximum, we have $\sigma_{i}=g_{i} /\left\|g_{i}\right\|$ for all $i \in[n]$. This follows since the first-order stationarity condition implies $\sigma_{i}= \pm g_{i} /\left\|g_{i}\right\|$ for all $i \in[n]$; and having $\sigma_{i}=-g_{i} /\left\|g_{i}\right\|$ for some $i \in[n]$ conflicts with the assumption that $\boldsymbol{\sigma}$ is a local maximum as replacing $\sigma_{i}$ with any other feasible point on the sphere increases the objective function. We also have that $\left\langle\sigma_{i}, u_{i}\right\rangle=0$ for all $i \in[n]$, as $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$. Using these facts in the above equality, we get

$$
\begin{align*}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}= & 2 \sum_{i=1}^{n}\left[\left\|g_{i}\right\|^{2}+2 t\left\|g_{i}\right\|\left\langle\sigma_{i}, v_{i}\right\rangle-t^{2}\left\|g_{i}\right\|\left\langle\sigma_{i}, \tilde{g}_{i}\right\rangle+t^{2}\left\|v_{i}\right\|^{2}\right. \\
& -\left(\left\|g_{i}\right\|+t\left\langle\sigma_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\langle\sigma_{i}, \tilde{g}_{i}\right\rangle\right. \\
& \left.\left.+t^{2}\left\langle u_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|\right)^{2}\right]+\mathcal{O}\left(t^{3}\right), \\
= & 2 \sum_{i=1}^{n}\left[\left\|g_{i}\right\|^{2}+2 t\left\|g_{i}\right\|\left\langle\sigma_{i}, v_{i}\right\rangle-t^{2}\left\|g_{i}\right\|\left\langle\sigma_{i}, \tilde{g}_{i}\right\rangle+t^{2}\left\|v_{i}\right\|^{2}\right. \\
& -\left(\left\|g_{i}\right\|^{2}+2 t\left\|g_{i}\right\|\left\langle\sigma_{i}, v_{i}\right\rangle-t^{2}\left\|g_{i}\right\|\left\langle\sigma_{i}, \tilde{g}_{i}\right\rangle+2 t^{2}\left\|g_{i}\right\|\left\langle u_{i}, v_{i}\right\rangle\right. \\
& \left.\left.-t^{2}\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|^{2}+t^{2}\left\langle\sigma_{i}, v_{i}\right\rangle^{2}\right)\right]+\mathcal{O}\left(t^{3}\right) \\
= & 2 t^{2} \sum_{i=1}^{n}\left(\left\|v_{i}\right\|^{2}-\left\langle\sigma_{i}, v_{i}\right\rangle^{2}\right. \\
& \left.-2\left\|g_{i}\right\|\left\langle u_{i}, v_{i}\right\rangle+\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|^{2}\right)+\mathcal{O}\left(t^{3}\right) \tag{20}
\end{align*}
$$

Since $\left\langle\sigma_{i}, u_{i}\right\rangle=0$ for all $i \in[n]$, we have by the Pythagorean theorem that

$$
\left\|v_{i}\right\|^{2}-\left\langle\sigma_{i}, v_{i}\right\rangle^{2}-\left\langle\frac{u_{i}}{\left\|u_{i}\right\|}, v_{i}\right\rangle^{2} \geq 0
$$

Using this inequality in (20), we get

$$
\begin{align*}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} & \geq 2 t^{2} \sum_{i=1}^{n}\left(\left\langle\frac{u_{i}}{\left\|u_{i}\right\|}, v_{i}\right\rangle^{2}-2\left\|g_{i}\right\|\left\langle u_{i}, v_{i}\right\rangle+\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|^{2}\right)+\mathcal{O}\left(t^{3}\right) \\
& =2 t^{2} \sum_{i=1}^{n}\left(\left\|u_{i}\right\|\left\|g_{i}\right\|-\left\langle\frac{u_{i}}{\left\|u_{i}\right\|}, v_{i}\right\rangle\right)^{2}+\mathcal{O}\left(t^{3}\right) \tag{21}
\end{align*}
$$

In order to lower bound (21) by $c\left(f(\boldsymbol{\sigma})-f\left(\boldsymbol{\sigma}^{k}\right)\right)$, we consider the second order Taylor approximation of $f\left(\sigma^{k}\right)$, which can be written as follows

$$
\begin{aligned}
f\left(\boldsymbol{\sigma}^{k}\right)= & \sum_{i=1}^{n}\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle \\
= & \sum_{i=1}^{n}\left\langle\sigma_{i}+t u_{i}-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2} \sigma_{i}, g_{i}+t v_{i}-\frac{t^{2}}{2} \tilde{g}_{i}\right\rangle+\mathcal{O}\left(t^{3}\right), \\
= & \sum_{i=1}^{n}\left(\left\langle\sigma_{i}, g_{i}\right\rangle+t\left\langle\sigma_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\langle\sigma_{i}, \tilde{g}_{i}\right\rangle+t\left\langle u_{i}, g_{i}\right\rangle+t^{2}\left\langle u_{i}, v_{i}\right\rangle\right. \\
& \left.-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2}\left\langle\sigma_{i}, g_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right) .
\end{aligned}
$$

Similar to the previous derivations, using the fact that $\sigma_{i}=g_{i} /\left\|g_{i}\right\|$ and $\left\langle\sigma_{i}, u_{i}\right\rangle=0$ for all $i \in[n]$, we obtain

$$
\begin{aligned}
f\left(\boldsymbol{\sigma}^{k}\right)= & f(\boldsymbol{\sigma})+\sum_{i=1}^{n}\left(t\left\langle\sigma_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\langle\sigma_{i}, \tilde{g}_{i}\right\rangle+t^{2}\left\langle u_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2}\left\langle\sigma_{i}, g_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right), \\
= & f(\boldsymbol{\sigma})+\sum_{i=1}^{n}\left(t \sum_{j \neq i} A_{i j}\left\langle\sigma_{i}, u_{j}\right\rangle-\frac{t^{2}}{2} \sum_{j \neq i} A_{i j}\left\|u_{j}\right\|^{2}\left\langle\sigma_{i}, \sigma_{j}\right\rangle\right. \\
& \left.+t^{2}\left\langle u_{i}, v_{i}\right\rangle-\frac{t^{2}}{2}\left\|u_{i}\right\|^{2}\left\langle\sigma_{i}, g_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right), \\
= & f(\boldsymbol{\sigma})+t \sum_{j=1}^{n} \sum_{i \neq j} A_{j i}\left\langle\sigma_{i}, u_{j}\right\rangle-\frac{t^{2}}{2} \sum_{j=1}^{n} \sum_{i \neq j} A_{j i}\left\|u_{j}\right\|^{2}\left\langle\sigma_{i}, \sigma_{j}\right\rangle \\
& +t^{2} \sum_{i=1}^{n}\left(\left\langle u_{i}, v_{i}\right\rangle-\frac{1}{2}\left\|u_{i}\right\|^{2}\left\langle\sigma_{i}, g_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right),
\end{aligned}
$$

where the last line follows since $\boldsymbol{A}$ is symmetric. Using the definition $g_{j}=\sum_{i \neq j} A_{j i} \sigma_{i}$ and $\sigma_{i}=g_{i} /\left\|g_{i}\right\|$ in the above inequality yields

$$
\begin{align*}
f\left(\boldsymbol{\sigma}^{k}\right)= & f(\boldsymbol{\sigma})+t \sum_{j=1}^{n}\left\langle g_{j}, u_{j}\right\rangle-\frac{t^{2}}{2} \sum_{j=1}^{n}\left\|u_{j}\right\|^{2}\left\langle g_{j}, \sigma_{j}\right\rangle \\
& +t^{2} \sum_{i=1}^{n}\left(\left\langle u_{i}, v_{i}\right\rangle-\frac{1}{2}\left\|u_{i}\right\|^{2}\left\langle\sigma_{i}, g_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right), \\
= & f(\boldsymbol{\sigma})+t^{2} \sum_{i=1}^{n}\left(\left\langle u_{i}, v_{i}\right\rangle-\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|\right)+\mathcal{O}\left(t^{3}\right) . \tag{22}
\end{align*}
$$

Reorganizing terms, we get

$$
\begin{equation*}
f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)=f(\boldsymbol{\sigma})-f\left(\boldsymbol{\sigma}^{k}\right)=t^{2} \sum_{i=1}^{n}\left(\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|-\left\langle u_{i}, v_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right) . \tag{23}
\end{equation*}
$$

Turning back our attention to (21), we can lower bound the right-hand side as follows

$$
\begin{aligned}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} & \geq 2 t^{2} \sum_{i=1}^{n} \frac{1}{\left\|u_{i}\right\|^{2}}\left(\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|-\left\langle u_{i}, v_{i}\right\rangle\right)^{2}+\mathcal{O}\left(t^{3}\right), \\
& \geq 2 t^{2} \sum_{i=1}^{n}\left(\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|-\left\langle u_{i}, v_{i}\right\rangle\right)^{2}+\mathcal{O}\left(t^{3}\right) \\
& \geq \frac{2 t^{2}}{n}\left(\sum_{i=1}^{n}\left(\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|-\left\langle u_{i}, v_{i}\right\rangle\right)\right)^{2}+\mathcal{O}\left(t^{3}\right)
\end{aligned}
$$

where the second inequality follows since $\left\|u_{i}\right\|^{2} \leq\|\boldsymbol{u}\|_{\mathrm{F}}^{2}=1$ and the last inequality follows since $\left(\sum_{i=1}^{n} a_{i}\right)^{2} \leq n \sum_{i=1}^{n} a_{i}^{2}$, for all $a_{i} \in \mathbb{R}, i \in[n]$. Using the second order approximation derived in (23) in the above inequality, we obtain

$$
\begin{aligned}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} & \geq \frac{f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)}{n} \sum_{i=1}^{n} 2\left(\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|-\left\langle u_{i}, v_{i}\right\rangle\right)+\mathcal{O}\left(t^{3}\right), \\
& =\frac{2\langle\boldsymbol{u},(\boldsymbol{\Lambda}-\boldsymbol{A}) \boldsymbol{u}\rangle}{n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)+\mathcal{O}\left(t^{3}\right),
\end{aligned}
$$

where $\boldsymbol{\Lambda}=\operatorname{Diag}\left(\left\|g_{1}\right\|, \ldots,\left\|g_{n}\right\|\right)$. Since we have $2\langle\boldsymbol{u},(\boldsymbol{A}-\boldsymbol{\Lambda}) \boldsymbol{u}\rangle \leq-\mu\|\boldsymbol{u}\|_{\mathrm{F}}^{2}$ by the quadratic decay condition, we conclude that

$$
\begin{equation*}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \geq \frac{\mu}{n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)+\mathcal{O}\left(t^{3}\right) . \tag{24}
\end{equation*}
$$

This implies that whenever $\sigma^{k}$ is sufficiently close to $\sigma$, i.e., whenever $t$ is sufficiently small (cf. (19)), the remainder in the Taylor approximation, i.e., the $\mathcal{O}\left(t^{3}\right)$ terms, will be dominated by $\frac{\mu}{n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)$. In particular, if $\boldsymbol{\sigma}^{0}$ is sufficiently close to $\overline{\boldsymbol{\sigma}}$ to satisfy $\mathcal{O}\left(t^{3}\right) \geq-\frac{\mu}{2 n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)$ in the above inequality (see Appendix B for a proof of this), we then have

$$
\begin{equation*}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \geq \frac{\mu}{2 n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right) . \tag{25}
\end{equation*}
$$

Combining this inequality with (18), we get

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\mu}{4 n^{2}\|\boldsymbol{A}\|_{1}}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right) . \tag{26}
\end{equation*}
$$

Rearranging terms in the above inequality concludes the proof.
The linear convergence rate of the BCM algorithm with greedy coordinate selection in Theorem 2 can be extended for importance sampling and uniform sampling as we highlight in the following (its proof follows similar lines to the proofs of Theorem 2 and Corollary 1 and hence is omitted).

Corollary 2 Let the conditions in Theorem 2 hold. Then, the iterates generated by the BCM algorithm enjoys the local linear convergence rate

$$
\begin{equation*}
f(\overline{\boldsymbol{\sigma}})-\mathbb{E} f\left(\boldsymbol{\sigma}^{k}\right) \leq(1-\rho)^{k}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{0}\right)\right), \tag{27}
\end{equation*}
$$

where $\rho=\frac{\mu}{4 n\|\boldsymbol{A}\|_{1,1}}$ for importance sampling and $\rho=\frac{\mu}{4 n^{2}\|\boldsymbol{A}\|_{1}}$ for uniform sampling.

### 3.4 Quadratic decay condition holds generically

In this section, we consider the quadratic decay condition, which is a condition on (Non-CVX), and relate it to a condition on the original problem in (CVX). In particular, we characterize sufficient conditions on (CVX) for quadratic decay to hold. We first provide some background on semidefinite programming (see for example [3], for a more detailed treatment of this topic). Consider the SDP in (CVX):

$$
\begin{aligned}
\operatorname{maximize} & \langle\boldsymbol{A}, \boldsymbol{X}\rangle \\
\text { subject to } & X_{i i}=1, \text { for } i \in[n], \\
& \boldsymbol{X} \succeq 0,
\end{aligned}
$$

and its dual:

$$
\begin{array}{ll}
\operatorname{minimize} & \langle 1, y\rangle \\
\text { subject to } & \boldsymbol{Z}=\operatorname{Diag}(y)-\boldsymbol{A}, \\
& \boldsymbol{Z} \succeq 0,
\end{array}
$$

where 1 is the vector of ones of appropriate size. Let $\boldsymbol{X}^{*}$ and $\left(y^{*}, \boldsymbol{Z}^{*}\right)$ denote the primal and dual optimal solutions, respectively, and let $r^{*}$ denote the rank of $\boldsymbol{X}^{*}$. Then, there exists a $\boldsymbol{Q} \in O(n)$ such that

$$
\begin{aligned}
\boldsymbol{X}^{*} & =\boldsymbol{Q} \operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{r^{*}}, 0, \ldots, 0\right) \boldsymbol{Q}^{\top} \\
\boldsymbol{Z}^{*} & =\boldsymbol{Q} \operatorname{Diag}\left(0, \ldots, 0, \omega_{r^{*}+1}, \ldots, \omega_{n}\right) \boldsymbol{Q}^{\top}
\end{aligned}
$$

We say that strict complementarity holds if $\lambda_{i}>0$ for $i=1, \ldots, r^{*}$ and $\omega_{j}>0$ for $j=r^{*}+1, \ldots, n$. Furthermore, let $\boldsymbol{Q}_{1} \in \mathbb{R}^{n \times r^{*}}$ and $\boldsymbol{Q}_{2} \in \mathbb{R}^{n \times\left(n-r^{*}\right)}$ respectively denote the first $r^{*}$ columns and the last $n-r^{*}$ columns of $\boldsymbol{Q}$ and let $q_{i}$ denote the $i$ th row of $\boldsymbol{Q}_{1}$, i.e., $\boldsymbol{Q}_{1}=\left[q_{1}, q_{2}, \ldots, q_{n}\right]^{\top}$. Then, $\left(y^{*}, \boldsymbol{Z}^{*}\right)$ is dual nondegenerate if and only if $\left\{q_{1} q_{1}^{\top}, \ldots, q_{n} q_{n}^{\top}\right\}$ spans $\operatorname{Sym}_{r^{*}}$, i.e., the set of real symmetric $r^{*} \times r^{*}$ matrices
[3, Theorem 3]. Strict complementarity and dual nondegeneracy are known to hold generically (over the set of possible cost matrices $\boldsymbol{A} \in \mathbb{R}^{n \times n}$, i.e., they fail to hold only on a subset of measure zero of $\mathbb{R}^{n \times n}$ ) as proven in [3, Lemma 2]. Using these definitions, we show in the next theorem that strict complementarity and dual nondegeneracy are sufficient for quadratic decay to hold at the maximizer of (Non-CVX).
Theorem 3 Suppose that $\boldsymbol{X}^{*}=\boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}$ and $\left(y^{*}, \boldsymbol{Z}^{*}\right)=(\operatorname{diag}(\boldsymbol{\Lambda}), \boldsymbol{\Lambda}-\boldsymbol{A})$ are respectively primal and dual optimal solutions satisfying strict complementarity and dual nondegeneracy, where $\boldsymbol{\Lambda}=\operatorname{Diag}\left(\left\|g_{1}\right\|, \ldots,\left\|g_{n}\right\|\right)$. If $r \geq \operatorname{rank}\left(\boldsymbol{X}^{*}\right)$, then quadratic decay is satisfied for $f$ at all $\bar{\sigma}$ such that $\overline{\boldsymbol{\sigma}} \bar{\sigma}^{\top}=X^{*}$.

Proof Suppose $\operatorname{rank}\left(\boldsymbol{X}^{*}\right)=r^{*} \leq r$, then by strict complementarity, we have $\operatorname{rank}\left(\boldsymbol{Z}^{*}\right)=n-r^{*}$ and kernel of $\boldsymbol{Z}^{*}$ is equal to the column space of $\boldsymbol{X}^{*}$, i.e., $\operatorname{ker}\left(\boldsymbol{Z}^{*}\right)=\operatorname{col}\left(\boldsymbol{X}^{*}\right)$. Since $\boldsymbol{X}^{*}=\boldsymbol{\sigma} \boldsymbol{\sigma}^{\top}$ and $\boldsymbol{Z}^{*}=\boldsymbol{\Lambda}-\boldsymbol{A}$, we equivalently have $\operatorname{ker}(\boldsymbol{\Lambda}-\boldsymbol{A})=\operatorname{col}(\boldsymbol{\sigma})$. As $\boldsymbol{Z}^{*}$ is feasible for the dual, then $\boldsymbol{Z}^{*}=\boldsymbol{\Lambda}-\boldsymbol{A} \succeq 0$, and consequently $\langle\boldsymbol{u},(\boldsymbol{\Lambda}-\boldsymbol{A}) \boldsymbol{u}\rangle \geq 0$, for all $\boldsymbol{u} \in \mathbb{R}^{n \times r}$.

Now consider the quadratic form $h(\boldsymbol{u}):=\langle\boldsymbol{u},(\boldsymbol{\Lambda}-\boldsymbol{A}) \boldsymbol{u}\rangle$ over $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$. First, we show that $h(\boldsymbol{u})=0$ if and only if $\boldsymbol{u} \in \mathcal{V}_{\boldsymbol{\sigma}}$. The if direction of the proof is straightforward, i.e., $(\boldsymbol{\Lambda}-\boldsymbol{A}) \boldsymbol{\sigma}=0$ and $\boldsymbol{u}=\boldsymbol{\sigma} \boldsymbol{B}$ for some skew-symmetric matrix $\boldsymbol{B}$ directly imply $h(\boldsymbol{u})=0$ for all $\boldsymbol{u} \in \mathcal{V}_{\boldsymbol{\sigma}}$. To show the only if direction, let $\boldsymbol{u} \in T_{\boldsymbol{\sigma}} \mathcal{M}_{r}$ such that $h(\boldsymbol{u})=0$, or equivalently $\operatorname{tr}\left((\boldsymbol{\Lambda}-\boldsymbol{A}) \boldsymbol{u} \boldsymbol{u}^{\top}\right)=0$. As both $\boldsymbol{\Lambda}-\boldsymbol{A}$ and $\boldsymbol{u} \boldsymbol{u}^{\top}$ are positive semidefinite matrices, this implies $(\boldsymbol{\Lambda}-\boldsymbol{A}) \boldsymbol{u}=0$. Therefore, columns of $\boldsymbol{u}$ are in $\operatorname{ker}(\boldsymbol{\Lambda}-\boldsymbol{A})=\operatorname{col}(\boldsymbol{\sigma})$, which implies there exists $\boldsymbol{B} \in \mathbb{R}^{r \times r}$ such that $\boldsymbol{u}=\boldsymbol{\sigma} \boldsymbol{B}$ (note that it is not possible to make this claim without strict complementarity). As $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$, then $\left\langle\sigma_{i}, u_{i}\right\rangle=\left\langle\sigma_{i}, \boldsymbol{B}^{\top} \sigma_{i}\right\rangle=\left\langle\sigma_{i} \sigma_{i}^{\top}, \boldsymbol{B}\right\rangle=0$, for all $i \in[n]$. Without loss of generality, assume that the last $r-r^{*}$ columns of $\sigma$ are equal to zero. Then, by dual nondegeneracy of the SDP, the principal submatrices of dimension $r^{*} \times r^{*}$ of $\left\{\sigma_{i} \sigma_{i}^{\top}\right\}_{i=1}^{n}$ spans $\mathcal{S}^{r^{*}}$. Consider the decomposition

$$
\boldsymbol{B}=\left[\begin{array}{ll}
\boldsymbol{B}_{11} & \boldsymbol{B}_{12} \\
\boldsymbol{B}_{21} & \boldsymbol{B}_{22}
\end{array}\right],
$$

where $\boldsymbol{B}_{11} \in \mathbb{R}^{r^{*} \times r^{*}}$ and $\boldsymbol{B}_{22} \in \mathbb{R}^{\left(r-r^{*}\right) \times\left(r-r^{*}\right)}$. Then, the dual nondegeneracy implies that $\boldsymbol{B}_{11}$ is a skew-symmetric matrix, i.e., $\boldsymbol{B}_{11}^{\top}=-\boldsymbol{B}_{11}$. Furthermore, as the last $r-r^{*}$ columns of $\boldsymbol{\sigma}$ are equal to zero, then $\boldsymbol{u}=\boldsymbol{\sigma} \boldsymbol{B}$ does not depend on $\boldsymbol{B}_{21}$ and $\boldsymbol{B}_{22}$. Therefore, we can pick $\boldsymbol{B}_{21}=-\boldsymbol{B}_{12}^{\top}$ and $\boldsymbol{B}_{22}=0$ such that $\boldsymbol{B}$ is a skew-symmetric matrix and observe that $\boldsymbol{u} \in \mathcal{V}_{\boldsymbol{\sigma}}$. The same argument can be extended for all $\overline{\boldsymbol{\sigma}}$ such that $\bar{\sigma} \bar{\sigma}^{\top}=X^{*}$ using parallel transport.

To conclude the proof, we let $\left\{\boldsymbol{u}^{\ell}\right\}_{\ell=1}^{n(r-1)}$ be an orthogonal basis to $T_{\sigma} \mathcal{M}_{r}$ such that $\left\{\boldsymbol{u}^{\ell}\right\}_{\ell=1}^{s}$ is a basis for $\mathcal{V}_{\boldsymbol{\sigma}}$. Let $\boldsymbol{M} \in \mathbb{R}^{n(r-1) \times n(r-1)}$ such that $M_{i j}=\left\langle\boldsymbol{u}^{i},(\boldsymbol{\Lambda}-\boldsymbol{A}) \boldsymbol{u}^{j}\right\rangle$. Consider the function $\bar{h}: \mathbb{R}^{n(r-1)} \rightarrow \mathbb{R}^{n(r-1)}$ such that $\bar{h}(\boldsymbol{v})=\boldsymbol{v}^{\top} \boldsymbol{M} \boldsymbol{v}$ and observe that $\bar{h}(\operatorname{vec}(\boldsymbol{u}))=h(\boldsymbol{u})$. Let $\boldsymbol{L}=\left[\operatorname{vec}\left(\boldsymbol{u}^{1}\right), \ldots, \operatorname{vec}\left(\boldsymbol{u}^{s}\right)\right]^{\top} \in \mathbb{R}^{s \times n(r-1)}$, then $\boldsymbol{v}^{\top} \boldsymbol{M} \boldsymbol{v}>0$ for all $\boldsymbol{v}$ such that $\boldsymbol{L} \boldsymbol{v}=0$ and $\boldsymbol{v} \neq \mathbf{0}$. Then, by Finsler's Lemma, $\boldsymbol{L}_{\perp}^{\top} \boldsymbol{M} \boldsymbol{L}_{\perp} \succ 0$, where $\boldsymbol{L}_{\perp}$ is any basis of the right null-space of $\boldsymbol{L}$. Equivalently, there exists $\mu>0$ such that $h(\boldsymbol{u}) \geq \mu\|\boldsymbol{u}\|_{\mathrm{F}}^{2}$ for all $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r} \backslash \mathcal{V}_{\boldsymbol{\sigma}}$.

Remark 1 Finsler's Lemma [13, Lemma C.11.2] also yields that $\mu=\lambda_{\min }\left(\boldsymbol{L}_{\perp}^{\top} \boldsymbol{M} \boldsymbol{L}_{\perp}\right)$.

This theorem states that quadratic decay holds for all global maxima of (Non-CVX) provided that the rank of the factorization is large enough so that the global maximum values of (CVX) and (Non-CVX) are equal to one another. For this case, the set of all global maxima is an equivalence class corresponding to a solution since strict complementarity and dual nondegeneracy imply that the primal solution of (CVX) is unique. On top of this, when $r \geq \sqrt{2 n}$, it is known that (see [11, Theorem 2]) any local maximum is global generically (i.e., for almost all cost matrices $\boldsymbol{A}$ ). As strict complementarity and dual nondegeneracy also hold generically for (CVX), then consequently, when $r \geq \sqrt{2 n}$, quadratic decay holds for all local maxima generically as we highlight in the following corollary.
Corollary 3 If $r \geq \sqrt{2 n}$, then quadratic decay holds for all local maxima generically.

## 4 Approximately achieving the maximum value of (CVX)

Our results in Sect. 3 show that the BCM algorithm converges with a sublinear rate to a first-order stationary solution and with a linear rate to a local maximum when initialized sufficiently close to it. In this section, we incorporate a second-order oracle to BCM in order to obtain an algorithm, which we refer to as BCM2, that returns an approximate second-order stationary point. More specifically, at the current iteration of the algorithm, if the norm of the gradient is large, we take a BCM step. Otherwise, we run a subroutine (e.g., Lanczos method) to find the leading eigenvector of the Hessian. The main motivation for designing such an algorithm is that the approximate secondorder stationary solutions provide $\mathcal{O}(1 / r)$ approximation to (CVX). In particular, call $\boldsymbol{\sigma}$ an $\varepsilon$-approximate concave point if $\langle\boldsymbol{u}, \operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]\rangle \leq \varepsilon\langle\boldsymbol{u}, \boldsymbol{u}\rangle$, for all $\boldsymbol{u} \in T_{\sigma} \mathcal{M}_{r}$. Then, the following theorem provides an approximation ratio between the approximate concave points of (Non-CVX) and the maximum value of (CVX).
Theorem 4 [32, Theorem 1] Let $\sigma \in \mathcal{M}_{r}$ be an $\varepsilon$-approximate concave point. Then, for any positive semidefinite $\boldsymbol{A}$, the following approximation ratio holds:

$$
\begin{equation*}
f(\boldsymbol{\sigma}) \geq\left(1-\frac{1}{r-1}\right) \operatorname{SDP}(\boldsymbol{A})-\frac{n}{2} \varepsilon, \tag{28}
\end{equation*}
$$

where $\operatorname{SDP}(A)$ is the maximum value of (CVX).
This approximation ratio follows due to a generalization of the randomized rounding approach (most famously presented by [22]) applied to an $\varepsilon$-approximate concave point. In fact, it can be shown that it is not possible to find a better approximation ratio (in terms of the dependence on the rank of the factorization $r$ ) for all problems $\boldsymbol{A}$. This result is highlighted in the following theorem.
Theorem 5 [14, Theorems $1 \& 3]$ Let $\operatorname{SDP}(\boldsymbol{A})$ be the maximum value of $(\mathrm{CVX})$ and $\operatorname{SDP}_{r}(\boldsymbol{A})$ be the maximum value of (Non-CVX). Then, for all positive semidefinite matrices $\boldsymbol{A}$, the following approximation ratio holds:

$$
\begin{equation*}
1 \geq \frac{\operatorname{SDP}_{r}(\boldsymbol{A})}{\operatorname{SDP}(\boldsymbol{A})} \geq \gamma(r)=\frac{2}{r}\left(\frac{\Gamma((r+1) / 2)}{\Gamma(r / 2)}\right)^{2}=1-\Theta(1 / r) \tag{29}
\end{equation*}
$$

```
Algorithm 2 BCM2
    Initialize \(\sigma^{0} \in \mathbb{R}^{n \times r}\) and calculate \(g_{i}^{0}=\sum_{j \neq i} A_{i j} \sigma_{j}^{0}\), for all \(i \in[n]\).
    for \(k=0,1,2, \ldots\) do
        Compute \(\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}=2 \sum_{i=1}^{n}\left(\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}\right)\).
        if \(\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}>\varepsilon^{3} /\left(1350\|\boldsymbol{A}\|_{1}\right)\) then
            \(i_{k} \leftarrow \arg \max _{i \in[n]}\left(\left\|g_{i}^{k}\right\|-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle\right)\)
            \(\sigma_{i_{k}}^{k+1} \leftarrow g_{i_{k}}^{k} /\left\|g_{i_{k}}^{k}\right\|\).
            \(g_{i}^{k+1} \leftarrow g_{i}^{k}-A_{i i_{k}} \sigma_{i_{k}}^{k}+A_{i i_{k}} \sigma_{i_{k}}^{k+1}\), for all \(i \neq i_{k}\).
        else
            Find a direction \(\boldsymbol{u}^{k} \in T_{\boldsymbol{\sigma}^{k}} \mathcal{M}_{r}\) such that \(\left\langle\boldsymbol{u}^{k}, \operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\left[\boldsymbol{u}^{k}\right]\right\rangle \geq \lambda_{\max }\left(\operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\right) / 2\),
            \(\left\langle\boldsymbol{u}^{k}, \operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\rangle \geq 0\), and \(\left\|\boldsymbol{u}^{k}\right\|_{\mathrm{F}}=1\).
            \(\sigma_{i}^{k+1} \leftarrow \sigma_{i}^{k} \cos \left(\left\|u_{i}^{k}\right\| t\right)+\frac{u_{i}^{k}}{\left\|u_{i}^{k}\right\|} \sin \left(\left\|u_{i}^{k}\right\| t\right)\), for all \(i \in[n]\), where \(t=\varepsilon /\left(15\|\boldsymbol{A}\|_{1}\right)\).
            \(g_{i}^{k+1} \leftarrow \sum_{j \neq i} A_{i j} \sigma_{j}^{k+1}\), for all \(i \in[n]\).
        end if
    end for
```

where $\Gamma(z)=\int_{0}^{\infty} x^{z-1} e^{-x} d x$ is the Gamma function. Furthermore, under the unique games conjecture, there is no polynomial-time algorithm that approximates $\operatorname{SDP}_{r}(\boldsymbol{A})$ with an approximation ratio greater than $\gamma(r)+\varepsilon$ for any $\varepsilon>0$.

These results provide motivation to design algorithms with second-order guarantees to solve (Non-CVX) and for this reason, we propose the BCM2 algorithm (see Algorithm 2), which can be described as follows: When the Frobenius norm of the Riemannian gradient is at least as large as $\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}>\epsilon^{3} /\left(1350\|\boldsymbol{A}\|_{1}\right)$, we use BCM to update the current solution. Otherwise, we assume that there is a second-order oracle that returns an update direction $\boldsymbol{u}^{k} \in T_{\boldsymbol{\sigma}^{k}} \mathcal{M}_{r}$ such that $\left\langle\boldsymbol{u}^{k}\right.$, Hess $\left.f\left(\boldsymbol{\sigma}^{k}\right)\left[\boldsymbol{u}^{k}\right]\right\rangle \geq$ $\lambda_{\max }\left(\operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\right) / 2,\left\langle\boldsymbol{u}^{k}, \operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\rangle \geq 0$, and $\left\|\boldsymbol{u}^{k}\right\|_{\mathrm{F}}=1$. Notice that finding a tangent vector $\boldsymbol{u}^{k}$ that satisfy $\left\langle\boldsymbol{u}^{k}, \operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\left[\boldsymbol{u}^{k}\right]\right\rangle \geq \lambda_{\max }\left(\operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\right) / 2$ and $\left\|\boldsymbol{u}^{k}\right\|_{\mathrm{F}}=1$ is an eigenpair problem and can be solved efficiently using the Lanczos method. The condition $\left\langle\boldsymbol{u}^{k}, \operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\rangle \geq 0$, on the other hand, can always be satisfied by switching the sign of $\boldsymbol{u}^{k}$. It is a straightforward exercise to explicitly construct such a vector and it can be found in [9, Lemma 11]. Once the update direction $\boldsymbol{u}^{k} \in T_{\boldsymbol{\sigma}^{k}} \mathcal{M}_{r}$ is obtained, we take a step towards this direction using the geodesics on the manifold. When the step size is carefully chosen, it can be shown that the objective value of the iterates generated by this procedure is a monotonically increasing sequence until the approximate second-order stationary condition is satisfied. This property is presented in the following lemma.

Lemma 2 Let $\boldsymbol{u}^{k} \in T_{\boldsymbol{\sigma}^{k}} \mathcal{M}_{r}$ such that $\left\|\boldsymbol{u}^{k}\right\|_{\mathrm{F}}=1,\left\langle\boldsymbol{u}^{k}, \operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\rangle \geq 0$, and $\left\langle\boldsymbol{u}^{k}, \operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\left[\boldsymbol{u}^{k}\right]\right\rangle \geq \varepsilon / 2$. Consider the update rule given by the exponential map $\boldsymbol{\sigma}^{k+1}=\operatorname{Exp}_{\boldsymbol{\sigma}^{k}}\left(t \boldsymbol{u}^{k}\right)$, i.e.,

$$
\begin{equation*}
\sigma_{i}^{k+1}=\sigma_{i}^{k} \cos \left(\left\|u_{i}^{k}\right\| t\right)+\frac{u_{i}^{k}}{\left\|u_{i}^{k}\right\|} \sin \left(\left\|u_{i}^{k}\right\| t\right), \quad \text { for all } i \in[n], \tag{30}
\end{equation*}
$$

where $t=\frac{\varepsilon}{15\|A\|_{1}}$ is the step size. These iterates satisfy the following ascent in the function value:

$$
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\varepsilon^{3}}{2700\|\boldsymbol{A}\|_{1}^{2}} .
$$

Proof The Taylor expansion of $\boldsymbol{\sigma}^{k+1}$ around $\boldsymbol{\sigma}^{k}$ is given by

$$
\begin{aligned}
\sigma_{i}^{k+1} & =\sigma_{i}^{k} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{(2 \ell)!}\left(\left\|u_{i}^{k}\right\| t\right)^{2 \ell}+u_{i}^{k} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{(2 \ell+1)!}\left(\left\|u_{i}^{k}\right\| t\right)^{2 \ell+1}, \\
& =\sigma_{i}^{k}+t u_{i}^{k}-\frac{t^{2}}{2}\left\|u_{i}^{k}\right\|^{2} \sigma_{i}^{k}-\frac{t^{3}}{6}\left\|u_{i}^{k}\right\|^{2} u_{i}^{k}+\ldots,
\end{aligned}
$$

and using this, we can compute the Taylor expansion of $f\left(\boldsymbol{\sigma}^{k+1}\right)$ as follows

$$
\begin{aligned}
f\left(\boldsymbol{\sigma}^{k+1}\right)= & \sum_{i=1}^{n} \sum_{j \neq i} A_{i j}\left\langle\sigma_{i}^{k+1}, \sigma_{j}^{k+1}\right\rangle, \\
= & \sum_{i=1}^{n} \sum_{j \neq i} A_{i j}\left[\left\langle\sigma_{i}^{k}, \sigma_{j}^{k}\right\rangle+t\left(\left\langle\sigma_{i}^{k}, u_{j}^{k}\right\rangle+\left\langle u_{i}^{k}, \sigma_{j}^{k}\right\rangle\right)\right. \\
& \left.+\frac{t^{2}}{2}\left(-\left\|u_{j}^{k}\right\|^{2}\left\langle\sigma_{i}^{k}, \sigma_{j}^{k}\right\rangle+2\left\langle u_{i}^{k}, u_{j}^{k}\right\rangle-\left\|u_{i}^{k}\right\|^{2}\left\langle\sigma_{i}^{k}, \sigma_{j}^{k}\right\rangle\right)\right]-t^{3} \beta,
\end{aligned}
$$

where $\beta$ represents the third and higher-order terms. Using the definitions of $f\left(\boldsymbol{\sigma}^{k}\right)$ and its derivatives, the above equality can be written as follows

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k+1}\right)=f\left(\boldsymbol{\sigma}^{k}\right)+t\left\langle\boldsymbol{u}^{k}, \operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\rangle+\frac{t^{2}}{2}\left\langle\boldsymbol{u}^{k}, \operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\left[\boldsymbol{u}^{k}\right]\right\rangle-t^{3} \beta \tag{31}
\end{equation*}
$$

Here, our aim is to upper bound the magnitude of the remainder term corresponding to the third and higher-order terms. To this end, we upper bound the higher-order terms using the Cauchy-Schwarz inequality for each term individually. This yields

$$
|\beta| \leq \sum_{i=1}^{n} \sum_{j \neq i}\left|A_{i j}\right|\left(\sum_{\ell=3}^{\infty} \frac{t^{\ell-3}}{\ell!}\left(\left\|u_{i}^{k}\right\|+\left\|u_{j}^{k}\right\|\right)^{\ell}\right)
$$

As $t<1$ and $\boldsymbol{A}$ is a symmetric matrix, we can upper bound the right hand-side of the above inequality as follows

$$
|\beta| \leq\|\boldsymbol{A}\|_{1} \sum_{i=1}^{n}\left(\sum_{\ell=3}^{\infty} \frac{2^{\ell}}{\ell!}\left\|u_{i}^{k}\right\|^{\ell}\right) .
$$

Since $\left\|u_{i}\right\| \leq 1$ for all $i \in[n]$, we consequently have

$$
|\beta| \leq\|\boldsymbol{A}\|_{1}\left(\sum_{i=1}^{n}\left\|u_{i}^{k}\right\|^{2}\right)\left(\sum_{\ell=3}^{\infty} \frac{2^{\ell}}{\ell!}\right)=\|\boldsymbol{A}\|_{1} \sum_{\ell=3}^{\infty} \frac{2^{\ell}}{\ell!} .
$$

where the latter equality follows since $\left\|\boldsymbol{u}^{k}\right\|_{\mathrm{F}}=1$. Using $\sum_{\ell=3}^{\infty} \frac{2^{\ell}}{\ell!}=e^{2}-5 \leq 5 / 2$ above and plugging this bound back in (31), we obtain

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k+1}\right) \geq f\left(\boldsymbol{\sigma}^{k}\right)+t\left\langle\boldsymbol{u}^{k}, \operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\rangle+\frac{t^{2}}{2}\left\langle\boldsymbol{u}^{k}, \operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\left[\boldsymbol{u}^{k}\right]\right\rangle-\frac{5\|\boldsymbol{A}\|_{1}}{2} t^{3} . \tag{32}
\end{equation*}
$$

Since we are given that $\left\langle\boldsymbol{u}^{k}, \operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\rangle \geq 0$ and $\left\langle\boldsymbol{u}^{k}, \operatorname{Hess} f\left(\boldsymbol{\sigma}^{k}\right)\left[\boldsymbol{u}^{k}\right]\right\rangle \geq \varepsilon / 2$, (32) yields

$$
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\varepsilon}{4} t^{2}-\frac{5\|\boldsymbol{A}\|_{1}}{2} t^{3} .
$$

Choosing $t=\frac{\varepsilon}{15\|\boldsymbol{A}\|_{1}}$ maximizes the right-hand side of the above inequality and concludes the proof.

Using this ascent lemma, we next analyze the global convergence of Algorithm 2 in Theorem 6, where we assume that we have access to a subroutine that solves the eigenpair problem to the desired accuracy. We then implement the subroutine using the Lanczos algorithm (presented in Algorithm 3) and present its convergence in Theorem 7. In particular, we have the following theorem for the former case.

Theorem 6 ConsiderAlgorithm 2, where BCM is used at iterationk if $\left\|\operatorname{grad} f\left(\sigma^{k}\right)\right\|_{\mathrm{F}}^{2} \geq$ $\varepsilon^{3} /\left(1350\|\boldsymbol{A}\|_{1}\right)$ and a second-order step (see lines 9-11 of Algorithm 2) is taken otherwise. Let $K_{\mathrm{BCM}}$ denote the number of BCM epochs made and let $K_{\mathrm{H}}$ denote the number of second-order oracle iterations made such that $K=n K_{\mathrm{BCM}}+K_{\mathrm{H}}$. Then, as soon as

$$
\begin{equation*}
K_{\mathrm{BCM}}+K_{\mathrm{H}}=\left\lceil\frac{675 n\|\boldsymbol{A}\|_{1}^{2}}{\varepsilon^{2}}\right\rceil, \tag{33}
\end{equation*}
$$

Algorithm 2 is guaranteed to return a solution $\boldsymbol{\sigma}^{K}$ that satisfies

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{K}\right) \geq\left(1-\frac{1}{r-1}\right) \operatorname{SDP}(\boldsymbol{A})-\frac{n}{2} \varepsilon, \tag{34}
\end{equation*}
$$

where $\operatorname{SDP}(\boldsymbol{A})$ is the maximum value of (CVX).

Proof As we have proven previously in (12), each iteration of BCM yields the following functional ascent

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2 n\|\boldsymbol{A}\|_{1}} \geq \frac{\varepsilon^{3}}{2700 n\|\boldsymbol{A}\|_{1}^{2}}, \tag{35}
\end{equation*}
$$

where the latter inequality holds since BCM is applied at iteration $k$ of Algorithm 2 if $\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \geq \frac{\varepsilon^{3}}{1350\|\boldsymbol{A}\|_{1}}$. Similarly, by Lemma 2, each iteration of the second-order oracle yields the following functional ascent

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\varepsilon^{3}}{2700\|\boldsymbol{A}\|_{1}^{2}} \tag{36}
\end{equation*}
$$

Hence, an epoch ( $n$ iterations) of BCM yields the same amount of function value improvement as an iteration of the second-order oracle. Let

$$
f^{*}=\left(1-\frac{1}{r-1}\right) \operatorname{SDP}(\boldsymbol{A})
$$

denote the desired approximation ratio and consider the approximation gap of the solution $\sigma$ with respect to $f^{*}$ that is given by

$$
\begin{equation*}
h(\boldsymbol{\sigma})=f^{*}-f(\boldsymbol{\sigma}) \tag{37}
\end{equation*}
$$

The aim of the algorithm is to find a solution $\sigma$ that satisfy $h(\sigma) \leq \epsilon$ for some $\epsilon>0$. Consider that the BCM2 algorithm runs $K_{\mathrm{BCM}}$ epochs of BCM and $K_{\mathrm{H}}$ iterations of the second-order oracle such that a total of $K=n K_{\mathrm{BCM}}+K_{\mathrm{H}}$ iterations are made. Let $\mathcal{G}=\left\{0 \leq k \leq K-1:\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \geq \frac{\varepsilon^{3}}{1350\left\|_{A}\right\|_{1}}\right\}$ be the set of iterations at which BCM step is taken and let $\mathcal{H}=\{0 \leq k \leq K-1\} \backslash \mathcal{G}$ be the set of iterations at which a second-order oracle step is taken. Then, the approximation gap decreases at each iteration by the following amount:

$$
\begin{equation*}
h\left(\boldsymbol{\sigma}^{k}\right)-h\left(\boldsymbol{\sigma}^{k+1}\right) \geq \frac{\varepsilon^{3}}{2700\|\boldsymbol{A}\|_{1}^{2}} \delta_{k} \tag{38}
\end{equation*}
$$

where, for notational simplicity, we introduced

$$
\delta_{k}= \begin{cases}\frac{1}{n}, & \text { if } k \in \mathcal{G}  \tag{39}\\ 1, & \text { if } k \in \mathcal{H}\end{cases}
$$

By Theorem 4, we are given that any $\varepsilon$-approximate concave point $\sigma$ satisfies

$$
\begin{equation*}
h(\boldsymbol{\sigma}) \leq \frac{n}{2} \varepsilon . \tag{40}
\end{equation*}
$$

Hence, the right-hand side of (38) can be lower bounded as follows

$$
\begin{equation*}
h\left(\boldsymbol{\sigma}^{k}\right)-h\left(\boldsymbol{\sigma}^{k+1}\right) \geq \frac{2 \delta_{k}}{675 n^{3}\|\boldsymbol{A}\|_{1}^{2}} h^{3}\left(\boldsymbol{\sigma}^{k}\right) \tag{41}
\end{equation*}
$$

Considering the reciprocal of the approximation gap, we observe that

$$
\begin{align*}
\frac{1}{h^{2}\left(\boldsymbol{\sigma}^{k+1}\right)}-\frac{1}{h^{2}\left(\boldsymbol{\sigma}^{k}\right)} & =\frac{\left(h\left(\boldsymbol{\sigma}^{k}\right)-h\left(\boldsymbol{\sigma}^{k+1}\right)\right)\left(h\left(\boldsymbol{\sigma}^{k}\right)+h\left(\boldsymbol{\sigma}^{k+1}\right)\right)}{h^{2}\left(\boldsymbol{\sigma}^{k+1}\right) h^{2}\left(\boldsymbol{\sigma}^{k}\right)} \\
& \geq \frac{2 \delta_{k}}{675 n^{3}\|\boldsymbol{A}\|_{1}^{2}} \frac{h\left(\boldsymbol{\sigma}^{k}\right)\left(h\left(\boldsymbol{\sigma}^{k}\right)+h\left(\boldsymbol{\sigma}^{k+1}\right)\right)}{h^{2}\left(\boldsymbol{\sigma}^{k+1}\right)}, \tag{42}
\end{align*}
$$

where the inequality follows by (41). As the right-hand side of (41) is lower bounded by zero, we have $h\left(\boldsymbol{\sigma}^{k}\right) \geq h\left(\boldsymbol{\sigma}^{k+1}\right)$. Thus, we can lower bound the right-hand side of (42) as follows

$$
\begin{equation*}
\frac{1}{h^{2}\left(\boldsymbol{\sigma}^{k+1}\right)}-\frac{1}{h^{2}\left(\boldsymbol{\sigma}^{k}\right)} \geq \frac{4 \delta_{k}}{675 n^{3}\|\boldsymbol{A}\|_{1}^{2}} \tag{43}
\end{equation*}
$$

Summing (43) over $k=0,1, \ldots, K-1$, we get

$$
\frac{1}{h^{2}\left(\boldsymbol{\sigma}^{K}\right)}-\frac{1}{h^{2}\left(\boldsymbol{\sigma}^{0}\right)} \geq \sum_{k=0}^{K-1} \frac{4 \delta_{k}}{675 n^{3}\|\boldsymbol{A}\|_{1}^{2}}=\frac{4}{675 n^{3}\|\boldsymbol{A}\|_{1}^{2}}\left(K_{\mathrm{BCM}}+K_{\mathrm{H}}\right)
$$

Given that $\boldsymbol{\sigma}^{0}$ is not an $\varepsilon$-approximate concave point (or else, there is nothing to prove), we have

$$
\begin{equation*}
\frac{1}{h^{2}\left(\boldsymbol{\sigma}^{K}\right)} \geq \frac{4}{675 n^{3}\|\boldsymbol{A}\|_{1}^{2}}\left(K_{\mathrm{BCM}}+K_{\mathrm{H}}\right) \tag{44}
\end{equation*}
$$

Since by (40), we know that $\frac{1}{h(\sigma)} \geq \frac{2}{n \varepsilon}$ for any $\varepsilon$-approximate concave point, then as soon as

$$
\begin{equation*}
K_{\mathrm{BCM}}+K_{\mathrm{H}} \geq \frac{675 n\|\boldsymbol{A}\|_{1}^{2}}{\varepsilon^{2}} \tag{45}
\end{equation*}
$$

iterations made, BCM 2 is guaranteed to return an $\varepsilon$-approximate concave point, i.e., there exists a solution $\boldsymbol{\sigma}^{k}$ for some $1<k<K$ such that $h\left(\boldsymbol{\sigma}^{k}\right) \leq \frac{n}{2} \varepsilon$. Since $\left\{h\left(\boldsymbol{\sigma}^{k}\right)\right\}_{k \geq 0}$ is a nonincreasing sequence (as we have already shown in (41)), then the final iterate of the algorithm $\boldsymbol{\sigma}^{K}$ is guaranteed to satisfy $h\left(\boldsymbol{\sigma}^{K}\right) \leq \frac{n}{2} \varepsilon$, i.e., $\boldsymbol{\sigma}^{K}$ is an $\varepsilon$-approximate concave point.

In Theorem 6, $K_{\mathrm{BCM}}+K_{\mathrm{H}}$ represents the total number of epochs to guarantee (34), whereas the iteration counter of the algorithm is given in terms of $K=n K_{\mathrm{BCM}}+K_{\mathrm{H}}$. This is due to the fact that, at each iteration of the BCM algorithm, a single row
of $\sigma$ is updated and consequently $n$ iterations of the BCM algorithm add up to an epoch. On the other hand, at each iteration of the second-order step, all entries of $\sigma$ are updated, and hence each second-order iteration is an epoch. In terms of the computational cost, an iteration of BCM requires $\mathcal{O}(n r)$ operations and consequently an epoch of BCM requires $\mathcal{O}\left(n^{2} r\right)$ operations, whereas the second-order direction of update is typically found approximately via a few iterations of the power method or the Lanczos method (see Theorem 7 for a more rigorous treatment of this statement), which require $\mathcal{O}\left(n^{2} r\right)$ operations. Therefore, an epoch of Algorithm 2 typically has a computational complexity of $\mathcal{O}\left(n^{2} r\right)$. Furthermore, by Theorem 6, we observe that in at most $\mathcal{O}\left(n\|\boldsymbol{A}\|_{1}^{2} / \varepsilon^{2}\right)$ epochs, Algorithm 2 returns a solution that achieves the optimal approximation ratio up to an accuracy of $\mathcal{O}(n \varepsilon)$. In particular, picking $\varepsilon=2 \operatorname{SDP}(\boldsymbol{A}) /(n(r-1))$, we obtain the following corollary.

Corollary 4 Consider the setup of Theorem 6 and set $\varepsilon=2 \operatorname{SDP}(\boldsymbol{A}) /(n(r-1))$. Then, as soon as

$$
\begin{equation*}
K=\left\lceil\frac{675 n^{3}(r-1)^{2}\|\boldsymbol{A}\|_{1}^{2}}{4(\operatorname{SDP}(\boldsymbol{A}))^{2}}\right\rceil, \tag{46}
\end{equation*}
$$

Algorithm 2 is guaranteed to return a solution $\boldsymbol{\sigma}^{K}$ that satisfies

$$
f\left(\boldsymbol{\sigma}^{K}\right) \geq\left(1-\frac{2}{r-1}\right) \operatorname{SDP}(\boldsymbol{A})
$$

Remark 2 In order to understand the total running time of BCM2, consider the following example. Let $\boldsymbol{A}$ be the adjacency matrix of a random Erdos-Rényi graph on $n$ nodes and $\lfloor c n\rfloor$ edges. The size of the maximum cut in this graph normalized by the number of nodes can be bounded between $[c / 2+0.4 \sqrt{c}, c / 2+0.6 \sqrt{c}]$ with high probability as $n$ increases, for all sufficiently large $c$ [20]. Since the maximum value of (CVX) is within 0.878 of the maximum cut [22], we can then conclude that $\operatorname{SDP}(\boldsymbol{A}) / n=\mathcal{O}(c)$ with high probability. We can also observe that for this graph, the degree of a node approximately follows a Poisson distribution with mean $2 c$, which can be approximated by a normal distribution with mean $2 c$ and variance $\sqrt{2 c}$, for large $c$ [20]. Then, we have $\|\boldsymbol{A}\|_{1}=\mathcal{O}(c \log n)$ with high probability. Therefore, for this problem, Corollary 4 states that in $\widetilde{\mathcal{O}}\left(n r^{2}\right)$ iterations (where tilde is used to hide the logarithmic dependences), Algorithm 2 returns a $\mathcal{O}(1 / r)$-optimal solution with high probability. Per iteration computational cost of the algorithm is $\mathcal{O}(n r c)$, which results in a total running time of $\widetilde{\mathcal{O}}\left(n^{2} r^{3} c\right)$. In comparison, Klein-Lu method (see [27, Lemma 4]) requires $\widetilde{\mathcal{O}}\left(n^{2} r^{3} c\right)$ running time and the matrix multiplicative weights method (see [5, Theorem 3]) requires $\widetilde{\mathcal{O}}\left(n^{2} r^{3.5} / c\right)$ running time to return a $1 / r$-optimal solution.

Remark 3 It has been shown in [37, Theorem 3.1] and [17, Theorem 3.5] that an exactly feasible approximately second-order stationary point to (Non-CVX) is also approximately optimal for (CVX). Our BCM2 algorithm returns such a solution and in light of these results, we can conclude that it finds a high-quality solution to (CVX)
with high probability whenever $r \geq \sqrt{2 n}$. See Fig. 4 for an empirical validation of this result.

In the description of Algorithm 2 (see line 9), we assumed that we have access to a vector in the tangent space of the current iterate, which satisfies certain secondorder conditions. In Algorithm 3, we describe an efficient subroutine to find this desired tangent vector based on the Lanczos method. In particular, the Lanczos method returns a tridiagonal real symmetric matrix whose diagonal entries are $\left\{\alpha_{\ell}\right\}_{\ell \geq 1}$ and offdiagonal entries are $\left\{\beta_{\ell}\right\}_{\ell \geq 2}$, where $\ell$ denotes the iteration counter in Algorithm 3. The entire spectrum of such a symmetric tridiagonal matrix can be efficiently computed in almost linear time in the dimension of the matrix [18]. Consequently, letting $y$ denote the leading eigenvector of this tridiagonal matrix, we can construct the desired tangent vector in Algorithm 2 as $\boldsymbol{u}^{k}=\sum_{\ell \geq 1} y_{\ell} \boldsymbol{u}_{\ell}$. It is well-known that after $n(r-1)$ iterations, the Lanczos method constructs the leading eigenvector exactly (since order-$n(r-1)$ Krylov subspace spans the entire tangent space). Furthermore, it is also possible to analyze the performance of the Lanczos method with early termination [28]. Building on these ideas, we characterize the quality of the solution returned by Algorithms $2+3$ in the following theorem, whose proof can be found in "Appendix C".

Theorem 7 Suppose in Algorithm 3, we initialize $\boldsymbol{u}_{1}$ uniformly at random over $T_{\sigma} \mathcal{M}_{r}$. Let

$$
\ell^{*}=\left\lceil\left(\frac{1}{2}+2 \sqrt{\frac{\|\boldsymbol{A}\|_{1}}{\varepsilon}}\right) \log \left(\frac{\left\lceil\frac{675 n\|\boldsymbol{A}\|_{1}^{2}}{\varepsilon^{2}}\right\rceil 1.648 \sqrt{n(r-1)}}{\delta}\right)\right],
$$

and consider that Algorithm 3 is run for $\min \left(\ell^{*}, n(r-1)\right)$ iterations at each call from Algorithm 2. Then, after $K$ iterations (defined as in (46)), Algorithm 2 returns a solution $\sigma^{K}$ that satisfies

$$
f\left(\boldsymbol{\sigma}^{K}\right) \geq\left(1-\frac{1}{r-1}\right) \operatorname{SDP}(\boldsymbol{A})-\frac{n}{2} \varepsilon,
$$

with probability at least $1-\delta$.

```
Algorithm 3 Lanczos Method
    Given \(\boldsymbol{\sigma}\), define \(H[\boldsymbol{u}]=\operatorname{Hess} f(\boldsymbol{\sigma})[\boldsymbol{u}]+4\|A\|_{1} \boldsymbol{u}\). Initialize \(\boldsymbol{u}_{1} \in T_{\boldsymbol{\sigma}} \mathcal{M}_{r}\) such that \(\left\|\boldsymbol{u}_{1}\right\|_{\mathrm{F}}=1\). Let
    \(\alpha_{1}=\left\langle\boldsymbol{u}_{1}, H\left[\boldsymbol{u}_{1}\right]\right\rangle\) and \(\boldsymbol{r}_{1}=H\left[\boldsymbol{u}_{1}\right]-\alpha_{1} \boldsymbol{u}_{1}\).
    for \(\ell \geq 2\) do
        \(\beta_{\ell}=\left\|\boldsymbol{r}_{\ell-1}\right\|_{\mathrm{F}}\)
        \(\boldsymbol{u}_{\ell}=\boldsymbol{r}_{\ell-1} / \beta_{\ell}\) (If \(\beta_{\ell}=0\), pick \(\boldsymbol{u}_{\ell} \perp \operatorname{span}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\ell-1}\right)\) arbitrarily \()\)
        \(\alpha_{\ell}=\left\langle\boldsymbol{u}_{\ell}, H\left[\boldsymbol{u}_{\ell}\right]\right\rangle\)
        \(\boldsymbol{r}_{\ell}=H\left[\boldsymbol{u}_{\ell}\right]-\alpha_{\ell} \boldsymbol{u}_{\ell}-\beta_{\ell} \boldsymbol{u}_{\ell-1}\)
    end for
```


## 5 Numerical experiments

In this section, we evaluate the empirical performance of the BCM algorithm. In what follows, $n$ is the dimension of the cost matrix $\boldsymbol{A} \in \mathbb{R}^{n \times n}$, and $r$ refers to the rank of factorization. All algorithms are implemented on Matlab and the experiments are run on a computer with 2.9 GHz processor and 16 GB memory. RGD and RTR algorithms are implemented using the Manopt package [10] with the default options and the algorithms are terminated when the maximum allowed time is reached.

In all experiments, the cost matrix is generated as $\boldsymbol{A}=\left(\boldsymbol{G}+\boldsymbol{G}^{\top}\right) / n$, where $G_{i j} \sim N(0,1)$ for all $i \neq j$, and $G_{i i}=0$ for all $i \in[n]$. All experiments are based on 50 Monte Carlo runs over the initialization. For each run, the initial iterate $\sigma^{0} \in \mathbb{R}^{n \times r}$ is the same for all algorithms and each row of $\boldsymbol{\sigma}^{0}$ is generated uniformly at random on $\mathbb{S}^{r-1}$.

First, we compare various coordinate selection schemes for BCM (see Algorithm 1). We compare cyclic order $i=(1,2, \ldots, n)$, uniform random selection, random permutation order ( $i$ follows a cyclic order of a uniformly random permutation of [ $n$ ]), greedy coordinate selection, and selection by importance sampling. Figure 1 summarizes the results of our experiments on $n \in\{200,1000\}$ with $r=\lceil\sqrt{2 n}\rceil$. We observe that greedy coordinate selection achieves higher function value after running each algorithm the same number of iterations; yet, due to its high per-iteration cost, cyclic, uniformly random, and random permutation selection rules perform better in terms of overall runtime complexity. Furthermore, randomized rules that do not cycle through all coordinates achieve lower function values after running each algorithm the same number of iterations. This phenomenon is observed for a number of numerical examples in different papers and unfortunately we do not have a good theoretical understanding about this behavior except for a few preliminary results [23,24,29]. It would be an interesting future direction to theoretically understand the slower convergence of randomized coordinate selection rules in practice.

Next, we evaluate the performance of these algorithms for $n \in\{200,1000,5000\}$ with $r=2$ and $r=\sqrt{2 n}$. In Fig. 2, empirical results illustrate the fast convergence of BCM and BCM2 (see Algorithm 2) compared to RGD and RTR, for both $r=\lceil\sqrt{2 n}\rceil$ and $r=2$. The numerical results indicate our algorithms return a high-quality solution much faster than RGD and RTR regardless of the rank of the factorization is larger or smaller than the Barvinok-Pataki bound.

We next compare the final performance of different methods after convergence. That is, we run all algorithms sufficiently enough until their function value stabilize, and compare the final value obtained. In Fig. 3, we clearly observe that the final function values obtained through BCM2 (Algorithm 2 with Lanczos method) and RTR are larger than those obtained by other algorithms. We also observe that even when the problem size is large (e.g., $n=20,000$ ), BCM returns a desirable solution within $\sim 20$ seconds, whereas it takes approximately a minute for RTR to return such a solution.

Finally, we consider a random SDP with a planted solution. In particular, we consider a matrix $\boldsymbol{X} \succeq 0$ such that $\operatorname{rank}(\boldsymbol{X})=r$ and $\boldsymbol{X} \in \mathbb{S}^{n}$ where $n=\frac{r(r+1)}{2}$. We then generate a MaxCut SDP for which $\boldsymbol{X}$ is an optimal solution, i.e., we find a cost matrix $\boldsymbol{A}$ in the normal cone of $\boldsymbol{X}$ (this requires solving an auxiliary SDP). For each $r \in\{4,7,10\}$, we generate 100 random MaxCut SDPs as described above. We perform


Fig. 1 Comparisons of different randomization schemes for $n \in\{200,1000\}$ with $r=\lceil\sqrt{2 n}\rceil$


Fig. 2 Performance of BCM and BCM2 (Algorithms 1 and 2) compared to other methods. Here, RTR and RGD refer to Riemannian Trust Region and Riemannian Gradient Descent, respectively
a Burer-Monteiro factorization to these SDPs for a range of ranks in $[r-4, r+4]$. We solve the resulting non-convex problem using our BCM2 algorithm. Figure 4 shows the percentage of experiments solved correctly for each value of $r$. We consider a trial correct if the solution returned by BCM2 is sufficiently close to the maximizer of the SDP. Figure 4 shows that there is a sharp phase transition at the Barvinok-Pataki bound. Above this bound, the solutions returned by our BCM2 algorithm is approximately optimal to (CVX) with high probability.

## 6 Conclusion

In this paper, we studied the Burer-Monteiro approach to solve large-scale SDPs. We considered to solve this non-convex problem using the block-coordinate maximization


Fig. 3 Comparing the final performance of different methods after (near) convergence


Fig. 4 Phase transition in recovering the optimal solution of (CVX) by an approximately second-order stationary solution of (Non-CVX)
algorithm that is extremely simple to implement. We proved that for various coordinate selection rules, BCM attains a global sublinear convergence rate of $\mathcal{O}(1 / \epsilon)$ to guarantee $\mathbb{E}\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \leq \epsilon$. We also showed the linear convergence of BCM around a local maximum that satisfy the quadratic decay condition. We proved that the quadratic decay condition generically holds for all local maxima provided that $r \geq \sqrt{2 n}$. These are the first precise rate estimates for the non-convex Burer-Monteiro approach in the literature to the best of our knowledge. We then introduced a new algorithm called BCM2 based on BCM and Lanczos methods. We showed that BCM2 is guaranteed to return a solution that provides $1-\mathcal{O}(1 / r)$ approximation to the SDP without any assumptions on the cost matrix $\boldsymbol{A}$, where the $r$-dependence of this approximation is optimal under the unique games conjecture. We also presented numerical results that verify our theoretical findings and show that BCM is faster than the state-of-the-art methods. Even though in this paper, we only considered SDPs with diagonal constraints, it would be of interest to study the block-coordinate maximization approach in more generic problems.

## A Proof of Corollary 1

Similar to the proof of Theorem 1, from Proposition 1, we have

$$
\begin{align*}
f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) & =2\left(\left\|g_{i_{k}}^{k}\right\|-\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle\right), \\
& =\frac{2\left\|g_{i_{k}}^{k}\right\|\left(\left\|g_{i_{k}}^{k}\right\|-\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle\right)}{\left\|g_{i_{k}}^{k}\right\|}, \\
& \geq \frac{\left\|g_{i_{k}}^{k}\right\|^{2}-\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle^{2}}{\left\|g_{i_{k}}^{k}\right\|}, \tag{47}
\end{align*}
$$

where the inequality follows since $\left\|g_{i_{k}}^{k}\right\| \geq\left\langle\sigma_{i_{k}}^{k}, g_{i_{k}}^{k}\right\rangle$, for all $\sigma_{i_{k}}^{k} \in \mathbb{R}^{n \times r}$. Letting $\mathbb{E}_{k}$ denote the expectation over $i_{k}$ given $\sigma^{k}$, we have

$$
\mathbb{E}_{k} f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \sum_{i=1}^{n} p_{i} \frac{\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}}{\left\|g_{i}^{k}\right\|}
$$

In particular, when $p_{i}=\frac{1}{n}$, for all $i \in[n]$ (i.e., for uniform sampling case), we have

$$
\mathbb{E}_{k} f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{1}{n\|\boldsymbol{A}\|_{1}} \sum_{i=1}^{n}\left(\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}\right),
$$

since $\left\|g_{i}^{k}\right\| \leq\|\boldsymbol{A}\|_{1}$, for all $i \in[n]$ by (11). Therefore, we have

$$
\begin{equation*}
\mathbb{E}_{k} f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2 n\|\boldsymbol{A}\|_{1}} \tag{48}
\end{equation*}
$$

On the other hand, when $p_{i}=\frac{\left\|g_{i}^{k}\right\|}{\sum_{j=1}^{n}\left\|g_{j}^{k}\right\|}$ (i.e., for importance sampling case), we have

$$
\mathbb{E}_{k} f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\sum_{i=1}^{n}\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}}{\sum_{j=1}^{n}\left\|g_{j}^{k}\right\|}=\frac{\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2 \sum_{j=1}^{n}\left\|g_{j}^{k}\right\|} .
$$

Letting $\|\boldsymbol{A}\|_{1,1}=\sum_{i, j=1}^{n}\left|\boldsymbol{A}_{i j}\right|$ denote the $L_{1,1}$ norm of matrix $\boldsymbol{A}$, we observe that $\sum_{j=1}^{n}\left\|g_{j}^{k}\right\| \leq\|\boldsymbol{A}\|_{1,1}$, which in the above inequality yields

$$
\begin{equation*}
\mathbb{E}_{k} f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right) \geq \frac{\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2\|\boldsymbol{A}\|_{1,1}} \tag{49}
\end{equation*}
$$

In order to prove (13), which corresponds to uniform sampling case, we assume the contrary that $\mathbb{E}\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}>\epsilon$, for all $k \in[K-1]$. Then, using the boundedness
of $f$, we get

$$
\begin{aligned}
f^{*}-f\left(\boldsymbol{\sigma}^{0}\right) & \geq \mathbb{E} f\left(\boldsymbol{\sigma}^{K}\right)-f\left(\boldsymbol{\sigma}^{0}\right)=\sum_{k=0}^{K-1} \mathbb{E}\left[f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right)\right] \\
& =\sum_{k=0}^{K-1} \mathbb{E}\left[\mathbb{E}_{k} f\left(\boldsymbol{\sigma}^{k+1}\right)-f\left(\boldsymbol{\sigma}^{k}\right)\right]
\end{aligned}
$$

Using the expected functional ascent of BCM in (48) above, we get

$$
\begin{equation*}
f^{*}-f\left(\boldsymbol{\sigma}^{0}\right) \geq \sum_{k=0}^{K-1} \frac{\mathbb{E}\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}}{2 n\|\boldsymbol{A}\|_{1}}>\frac{K \epsilon}{2 n\|\boldsymbol{A}\|_{1}} \tag{50}
\end{equation*}
$$

where the last inequality follows by the assumption. Then, by contradiction, the algorithm returns a solution with $\mathbb{E}\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \leq \epsilon$, for some $k \in[K-1]$, provided that

$$
K \geq \frac{2 n\|\boldsymbol{A}\|_{1}\left(f^{*}-f\left(\boldsymbol{\sigma}^{0}\right)\right)}{\epsilon}
$$

The proof of (14), which corresponds to importance sampling case, can be obtained by using (49) (instead of (48)) in (50), and hence is omitted.

## B Rest of the Proof of Theorem 2

In order to quantify how close $\sigma^{0}$ and $\sigma$ should be so that this convergence rate holds, we need to derive explicit bounds on the higher order terms in (21) and (23), which we do in the following. The Taylor expansion of $\boldsymbol{\sigma}^{k}$ around $\sigma$ yields

$$
\begin{aligned}
\sigma_{i}^{k} & =\sigma_{i} \cos \left(\left\|u_{i}\right\| t\right)+\frac{u_{i}}{\left\|u_{i}\right\|} \sin \left(\left\|u_{i}\right\| t\right) \\
& =\sigma_{i}\left[\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{(2 \ell)!}\left(\left\|u_{i}\right\| t\right)^{2 \ell}\right]+\frac{u_{i}}{\left\|u_{i}\right\|}\left[\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{(2 \ell+1)!}\left(\left\|u_{i}\right\| t\right)^{2 \ell+1}\right] .
\end{aligned}
$$

Using this expansion, we can compute $f\left(\boldsymbol{\sigma}^{k}\right)=\sum_{i, j=1}^{n} A_{i j}\left\langle\sigma_{i}^{k}, \sigma_{j}^{k}\right\rangle$. The first three terms in the expansion are already given in (22) as follows

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k}\right)=f(\boldsymbol{\sigma})+t^{2} \sum_{i=1}^{n}\left(\left\langle u_{i}, v_{i}\right\rangle-\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|\right)+\beta_{f} \tag{51}
\end{equation*}
$$

where $\beta_{f}$ represents the higher order terms. In order to find an upper bound on $\left|\beta_{f}\right|$, we use the Cauchy-Schwarz inequality in the higher order terms in the expansion of
$f\left(\sigma^{k}\right)$, which yields the following bound

$$
\left|\beta_{f}\right| \leq \sum_{i, j=1}^{n}\left|A_{i j}\right|\left(\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\ell!}\left(\left\|u_{i}\right\|+\left\|u_{j}\right\|\right)^{\ell}\right) .
$$

As $\|\boldsymbol{u}\|_{\mathrm{F}}=1$, we have $\left\|u_{i}\right\| \leq 1$ for all $i \in[n]$, which implies

$$
\left|\beta_{f}\right| \leq \sum_{i, j=1}^{n}\left|A_{i j}\right|\left(\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\ell!} 2^{\ell}\right)
$$

where we note that $t$ denotes the geodesic distance between $\boldsymbol{\sigma}^{k}$ and $[\bar{\sigma}]$ as highlighted in (19). Assuming that $t \leq 1$, we obtain the following upper bound

$$
\left|\beta_{f}\right| \leq t^{3} n\|\boldsymbol{A}\|_{1}\left(\sum_{\ell=3}^{\infty} \frac{2^{\ell}}{\ell!}\right)
$$

Using the inequality $\sum_{\ell=3}^{\infty} \frac{2^{\ell}}{\ell!}=e^{2}-5 \leq 5 / 2$ above, we get

$$
\left|\beta_{f}\right| \leq \frac{5 n\|\boldsymbol{A}\|_{1} t^{3}}{2}
$$

Plugging this value back in (51), we obtain

$$
\begin{equation*}
f\left(\boldsymbol{\sigma}^{k}\right) \leq f(\boldsymbol{\sigma})+t^{2} \sum_{i=1}^{n}\left(\left\langle u_{i}, v_{i}\right\rangle-\left\|u_{i}\right\|^{2}\left\|g_{i}\right\|\right)+\frac{5 n\|\boldsymbol{A}\|_{1} t^{3}}{2} \tag{52}
\end{equation*}
$$

Considering the same expansion for $\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}=2 \sum_{i=1}^{n}\left(\left\|g_{i}^{k}\right\|^{2}-\left\langle\sigma_{i}^{k}, g_{i}^{k}\right\rangle^{2}\right)$, we get the following (see (21)):

$$
\begin{equation*}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2}=2 t^{2} \sum_{i=1}^{n}\left(\left\|u_{i}\right\|\left\|g_{i}\right\|-\left\langle\frac{u_{i}}{\left\|u_{i}\right\|}, v_{i}\right\rangle\right)^{2}+\beta_{g} \tag{53}
\end{equation*}
$$

where $\beta_{g}$ represents the higher order terms. Upper bounding each higher order terms using the Cauchy-Schwarz inequality as follows, we obtain

$$
\begin{aligned}
\left|\beta_{g}\right| \leq & 2 \sum_{i=1}^{n}\left[\sum_{j, m=1}^{n}\left|A_{i j}\right|\left|A_{i m}\right|\left(\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\ell!}\left(\left\|u_{j}\right\|+\left\|u_{m}\right\|\right)^{\ell}\right)\right. \\
& \left.+\sum_{j, m=1}^{n}\left|A_{i j} \| A_{i m}\right|\left(\sum_{\substack{\ell, s=0 \\
\ell+s \geq 3}}^{\infty} \frac{t^{\ell+s}}{\ell!s!}\left(\left\|u_{i}\right\|+\left\|u_{j}\right\|\right)^{\ell+s}\right)\right] .
\end{aligned}
$$

Using the fact that $\left\|u_{i}\right\| \leq 1$ for all $i \in[n]$, we get the following upper bound

$$
\left|\beta_{g}\right| \leq 2 \sum_{i=1}^{n}\left[\sum_{j, m=1}^{n}\left|A_{i j}\right|\left|A_{i m}\right|\left(\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\ell!} 2^{\ell}\right)+\sum_{j, m=1}^{n}\left|A_{i j}\right|\left|A_{i m}\right|\left(\sum_{\substack{\ell, s=0 \\ \ell+s \geq 3}}^{\infty} \frac{t^{\ell+s}}{\ell!s!} 2^{\ell+s}\right)\right] .
$$

Using the upper bound $\sum_{j, m=1}^{n}\left|A_{i j}\right|\left|A_{i m}\right| \leq\|\boldsymbol{A}\|_{1}^{2}$ above, we obtain

$$
\left|\beta_{g}\right| \leq 2\|\boldsymbol{A}\|_{1}^{2} \sum_{i=1}^{n}\left[\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\overline{\ell!}} 2^{\ell}+\sum_{\substack{\ell, s=0 \\ \ell+s \geq 3}}^{\infty} \frac{t^{\ell+s}}{\ell!s!} 2^{\ell+s}\right] .
$$

Introducing a change of variables in the last sum, we get

$$
\begin{aligned}
\left|\beta_{g}\right| & \leq 2\|\boldsymbol{A}\|_{1}^{2} \sum_{i=1}^{n}\left[\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\ell!} 2^{\ell}+\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\ell!} 2^{\ell}\left(\sum_{s=0}^{\ell} \frac{\ell!}{s!(\ell-s)!}\right)\right] \\
& =2\|\boldsymbol{A}\|_{1}^{2} \sum_{i=1}^{n}\left[\sum_{\ell=3}^{\infty} \frac{t^{\ell}}{\ell!}\left(2^{\ell}+4^{\ell}\right)\right] .
\end{aligned}
$$

Assuming that $t \leq 1$, we obtain the following upper bound

$$
\left|\beta_{g}\right| \leq 2\|\boldsymbol{A}\|_{1}^{2} t^{3} \sum_{i=1}^{n}\left[\sum_{\ell=3}^{\infty} \frac{1}{\ell!}\left(2^{\ell}+4^{\ell}\right)\right] .
$$

Using the inequality $\sum_{\ell=3}^{\infty} \frac{2^{\ell}+4^{\ell}}{\ell!}=e^{2}+e^{4}-18 \leq 44$ above, we get

$$
\left|\beta_{g}\right| \leq 88 n\|\boldsymbol{A}\|_{1}^{2} t^{3} .
$$

Plugging this value back in (53), we obtain

$$
\begin{equation*}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} \geq 2 t^{2} \sum_{i=1}^{n}\left(\left\|u_{i}\right\|\left\|g_{i}\right\|-\left\langle\frac{u_{i}}{\left\|u_{i}\right\|}, v_{i}\right\rangle\right)^{2}-88 n\|\boldsymbol{A}\|_{1}^{2} t^{3} \tag{54}
\end{equation*}
$$

Using the same bounding technique as in (24), we get

$$
\begin{aligned}
\left\|\operatorname{grad} f\left(\boldsymbol{\sigma}^{k}\right)\right\|_{\mathrm{F}}^{2} & \geq \frac{\mu}{n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)-\frac{5 n\|\boldsymbol{A}\|_{1} t^{3}}{2}\right)-88 n\|\boldsymbol{A}\|_{1}^{2} t^{3}, \\
& =\frac{\mu}{n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)-t^{3}\|\boldsymbol{A}\|_{1}\left(3 \mu+88 n\|\boldsymbol{A}\|_{1}\right) .
\end{aligned}
$$

Therefore, in order for (25) to hold, we need

$$
t^{3}\|\boldsymbol{A}\|_{1}\left(3 \mu+88 n\|\boldsymbol{A}\|_{1}\right) \leq \frac{\mu}{2 n}\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right),
$$

which can be equivalently rewritten as follows

$$
t^{3} \leq \frac{\mu\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)}{2 n\|\boldsymbol{A}\|_{1}\left(3 \mu+88 n\|\boldsymbol{A}\|_{1}\right)} .
$$

As $f\left(\boldsymbol{\sigma}^{k}\right)$ is a monotonically non-decreasing sequence, then as soon as $\boldsymbol{\sigma}^{0}$ is sufficiently close to $[\bar{\sigma}]$ in the sense that

$$
\operatorname{dist}\left(\boldsymbol{\sigma}^{0},[\overline{\boldsymbol{\sigma}}]\right) \leq\left(\frac{\mu\left(f(\overline{\boldsymbol{\sigma}})-f\left(\boldsymbol{\sigma}^{k}\right)\right)}{2 n\|\boldsymbol{A}\|_{1}\left(3 \mu+88 n\|\boldsymbol{A}\|_{1}\right)}\right)^{1 / 3}
$$

then the linear convergence rate presented in (26) holds.

## C Proof of Theorem 7

Before presenting the proof of Theorem 7, we first introduce the following theorem that characterizes the convergence rate of the Lanczos method with random initialization.

Theorem $8\left[28\right.$, Theorem 4.2] Let $\boldsymbol{A} \in \mathbb{R}^{n \times n}$ be a positive semidefinite matrix, $b \in \mathbb{R}^{n}$ be an arbitrary vector and $\lambda_{L}^{\ell}(\boldsymbol{A}, b)$ denote the output of the Lanczos algorithm after $\ell$ iterations when applied to find the leading eigenvalue of $\boldsymbol{A}\left(\right.$ denoted by $\left.\lambda_{1}(\boldsymbol{A})\right)$ with initialization b. In particular,

$$
\lambda_{L}^{\ell}(\boldsymbol{A}, b)=\max \left\{\frac{\langle x, \boldsymbol{A} x\rangle}{\langle x, x\rangle}: 0 \neq x \in \operatorname{span}\left(b, \ldots, \boldsymbol{A}^{\ell-1} b\right)\right\} .
$$

Assume that $b$ is uniformly distributed over the set $\left\{b \in \mathbb{R}^{n}:\|b\|=1\right\}$ and let $\epsilon \in[0,1)$. Then, the probability that the Lanczos algorithm does not return an $\epsilon$ approximation to the leading eigenvalue of $\boldsymbol{A}$ exponentially decreases as follows

$$
\mathbb{P}\left(\lambda_{L}^{\ell}(\boldsymbol{A}, b)<(1-\epsilon) \lambda_{1}(\boldsymbol{A})\right) \begin{cases}\leq 1.648 \sqrt{n} e^{-\sqrt{\epsilon}(2 \ell-1)}, & \text { if } 0<\ell<n(r-1), \\ =0, & \text { if } \ell \geq n(r-1) .\end{cases}
$$

Using this result, Theorem 7 is proven as follows. Since the tangent space $T_{\sigma} \mathcal{M}_{r}$ has dimension $n(r-1)$, then we can define a symmetric matrix (where we drop the notational dependency on $\boldsymbol{\sigma}$ for simplicity) $\boldsymbol{H} \in \mathbb{R}^{n(r-1) \times n(r-1)}$ that represents the linear operator Hess $f(\boldsymbol{\sigma})$ in the basis $\left\{\boldsymbol{u}^{1}, \ldots, \boldsymbol{u}^{n(r-1)}\right\}$ such that $\operatorname{span}\left(\boldsymbol{u}^{1}, \ldots, \boldsymbol{u}^{n(r-1)}\right)=$ $T_{\sigma} \mathcal{M}_{r}$. In particular, letting $H_{i j}=\left\langle\boldsymbol{u}^{i}, \operatorname{Hess} f(\boldsymbol{\sigma})\left[\boldsymbol{u}^{j}\right]\right\rangle$ yields the desired matrix $\boldsymbol{H}$ and the Lanczos algorithm is run to find the leading eigenvalue of this matrix. Here, it is important to note that $\boldsymbol{H}$ is not a psd matrix, so it is required to shift $\boldsymbol{H}$ with a
large enough multiple of the identity matrix so that the resulting matrix is guaranteed to be positive semidefinite. In particular, by inspecting the definition of Hess $f(\sigma)$ in (5), it is easy to observe that $\|\operatorname{Hess} f(\boldsymbol{\sigma})\|_{\mathrm{op}} \leq 4\|\boldsymbol{A}\|_{1}$. Therefore, it is sufficient to run the Lanczos algorithm to find the leading eigenvalue of $\widetilde{\boldsymbol{H}}=\boldsymbol{H}+4\|\boldsymbol{A}\|_{1} \boldsymbol{I}$, where $\boldsymbol{I}$ denotes the appropriate sized identity matrix. On the other hand, we initialize the Lanczos algorithm with a random vector $\boldsymbol{u}$ of unit norm (i.e., $\|\boldsymbol{u}\|_{\mathrm{F}}=1$ ) in the tangent space $T_{\sigma} \mathcal{M}_{r}$. Notice that $\boldsymbol{u}$ can equivalently be represented as a vector $b \in \mathbb{R}^{n(r-1)}$ in the basis $\left\{\boldsymbol{u}^{1}, \ldots, \boldsymbol{u}^{n(r-1)}\right\}$ as $\boldsymbol{u}=\sum_{i=1}^{n(r-1)} b_{i} \boldsymbol{u}^{i}$ such that $\|b\|=1$. Then, by Theorem 8, we have

$$
\mathbb{P}\left(\lambda_{L}^{\ell}(\widetilde{\boldsymbol{H}}, b)<(1-\epsilon) \lambda_{1}(\widetilde{\boldsymbol{H}})\right) \leq 1.648 \sqrt{n(r-1)} e^{-\sqrt{\epsilon}(2 \ell-1)}
$$

Letting $\lambda_{1}(\boldsymbol{H})$ denote the leading eigenvalue of $\boldsymbol{H}$, we run the Lanczos algorithm to obtain a vector $b^{*}$ such that $\left\|b^{*}\right\|=1$ and $\left\langle b^{*}, \boldsymbol{H} b^{*}\right\rangle \geq \lambda_{1}(\boldsymbol{H}) / 2$. Thus, we want $\mathbb{P}\left(\lambda_{L}^{\ell}(\widetilde{\boldsymbol{H}}, b)<4\|\boldsymbol{A}\|_{1}+\lambda_{1}(\boldsymbol{H}) / 2\right)$ to be small. Setting $\epsilon^{*}=\frac{\lambda_{1}(\boldsymbol{H})}{16\|\boldsymbol{A}\|_{1}}$, we can observe that

$$
\begin{aligned}
\left(1-\epsilon^{*}\right) \lambda_{1}(\widetilde{\boldsymbol{H}}) & =\left(1-\frac{\lambda_{1}(\boldsymbol{H})}{16\|\boldsymbol{A}\|_{1}}\right)\left(4\|\boldsymbol{A}\|_{1}+\lambda_{1}(\boldsymbol{H})\right) \\
& =4\|\boldsymbol{A}\|_{1}+\frac{3 \lambda_{1}(\boldsymbol{H})}{4}-\frac{\left(\lambda_{1}(\boldsymbol{H})\right)^{2}}{16\|\boldsymbol{A}\|_{1}} \\
& \geq 4\|\boldsymbol{A}\|_{1}+\frac{\lambda_{1}(\boldsymbol{H})}{2}
\end{aligned}
$$

where the inequality follows since $\lambda_{1}(\boldsymbol{H}) \leq 4\|\boldsymbol{A}\|_{1}$. Consequently, we have

$$
\begin{aligned}
& \mathbb{P}\left(\lambda_{L}^{\ell}(\widetilde{\boldsymbol{H}}, b)<4\|\boldsymbol{A}\|_{1}+\lambda_{1}(\boldsymbol{H}) / 2\right) \\
& \quad \leq \mathbb{P}\left(\lambda_{L}^{\ell}(\widetilde{\boldsymbol{H}}, b)<\left(1-\epsilon^{*}\right) \lambda_{1}(\widetilde{\boldsymbol{H}})\right) \leq 1.648 \sqrt{n(r-1)} e^{-\sqrt{\epsilon^{*}(2 \ell-1)}} .
\end{aligned}
$$

By Theorem 6, we know that the Lanczos method is called at most $\left\lceil 675 n\|\boldsymbol{A}\|_{1}^{2} / \varepsilon^{2}\right\rceil$ times to search for an $\varepsilon$-approximate concave point and for any non-desired solution we have $\lambda_{1}(\boldsymbol{H}) \geq \varepsilon$ by the definition of $\varepsilon$-approximate concave point. Then, by using a union bound over all calls to the Lanczos method, we conclude that when the Lanczos method is run for $\ell$ iterations, we have the following guarantee
$\mathbb{P}$ (Algorithm $2+3$ fails to return an $\varepsilon$-approximate concave point)

$$
\leq\left\lceil\frac{675 n\|\boldsymbol{A}\|_{1}^{2}}{\varepsilon^{2}}\right\rceil 1.648 \sqrt{n(r-1)} e^{-\sqrt{\frac{\varepsilon}{16\| \|_{1}}}(2 \ell-1)} .
$$

In order to set this probability to some $\delta \in(0,1)$, we let

$$
\begin{aligned}
\ell^{*} & =\left[\left(\frac{1}{2}+2 \sqrt{\frac{\|\boldsymbol{A}\|_{1}}{\varepsilon}}\right) \log \left(\frac{\left[\frac{675 n\|\boldsymbol{A}\|_{1}^{2}}{\varepsilon^{2}}\right\rceil 1.648 \sqrt{n(r-1)}}{\delta}\right)\right] \\
& =\widetilde{\mathcal{O}}\left(\sqrt{\frac{\|\boldsymbol{A}\|_{1}}{\varepsilon}} \log \left(\frac{n \sqrt{n(r-1)}}{\delta}\right)\right)
\end{aligned}
$$

where tilde is used to hide poly-logarithmic factors in $\|\boldsymbol{A}\|_{1} / \varepsilon$. Since the Lanczos algorithm is guaranteed to return the leading eigenvalue with probability 1 in at most $n(r-1)$ iterations, then running each Lanczos subroutine for $\min \left(\ell^{*}, n(r-1)\right)$ iterations, it is guaranteed that Algorithm $2+3$ returns an $\varepsilon$-approximate concave point with probability at least $1-\delta$.
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