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Text Generation

- Amazingly useful task

- Long responses are slow 

to come out or inaccurate



Transformers for Text Generation

- Transformers are powerful in part because of attention
- no compression

- path length of 1 at all times

- Slow inference for long lengths O(L^2)
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Transformers for Text Generation

Bounded Regret: What Will GPT-2030 Look Like?

Mainly concerned with 
long text lengths



Mitigating the Time Complexity Through Speedups

Weights & Biases: The Problem with Quadratic Attention in Transformer Architectures

Also IO aware speedup algorithms: FlashAttention, etc.



How can we modify the architecture 
to reduce inference time complexity?



RNNs

Compress information into a hidden state

- only care about h and x

Questionable performance on very long 

data

- can’t train in parallel



State Space Models: a method made for long sequences
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State Space Models: a method made for long sequences
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A: how much the state is preserved
B: how much new inputs affect the hidden state
C: converts the hidden state to an output



State Space Models

- Constant time inference
- Must convert discrete data to 

continuous using ∆
- Parallelizable via convolution 

due to A, B, C constant



Problems with SSM

- All tokens are compressed into the hidden state, mostly irreversibly

- Requires time invariance, so must treat all tokens equally in the computation 

of the next state
- i.e. the parameters are constant

How can we restore the capabilities of transformers while keeping fast 

inference on long generations?



Mamba

Mamba block and at its core Selective SSM, or S6

Grootendorst, M., A Visual Guide to Mamba and State Space Models



Key Idea: Selective state space models

- “The fundamental problem of sequence modeling is compressing context into 

a smaller state.”

- Selectivity: the ability to focus on or filter out inputs into a sequential state

- A selection mechanism that controls how content affect hidden 

states(context): attention in disguise!



Key Idea: Selective state space models

- By letting parameters matrices that affect interactions along the sequence to 
be input-dependent!

- Learn linear projectors sB,sC, sΔ to form the matrices from input.
- Dimension L makes the model time varying.



Key Idea: Selective state space models
- Now, for every input token, we have different Δ, B, C matrices.
- Together, they selectively choose how to modify the hidden state

Grootendorst, M., A Visual Guide to Mamba and State Space Models



Key Idea: Selective state space models

- Example of the selective process:

Grootendorst, M., A Visual Guide to Mamba and State Space Models



How do we make this still fast?

- When making the model input-dependent, we lose time invariance and the 
convolution analog.

- Naive recurrent mode uses O(BLDN) FLOPs. Seems hard to parallel.
- Prior SSMS use convolution (B,L,D) kernel bypasses the need to materialize (B,L,D,N) hidden 

states.
- How to implement this selective process without losing the computation 

efficiency?
- Key idea is that we utilize the properties of modern GPUs:

- Restore parallelizability using parallel scan
- Less memory IOs between SRAM and DRAM using kernel fusion and recomputation



Key Idea: Hardware awareness algorithm

- Uses Classic Blelloch Scan to relieve sequential recurrence
- Reduces copying information between SRAM and DRAM through kernel 

fusion and recomputation, preventing writing intermediate results

Grootendorst, M., A Visual Guide to Mamba and State Space Models



Experiments

- Selective copying
- Induction heads

- Difficult for state space models



Results
- Selection arch(modifying S4 to S6) easily solves selective copying
- Mamba solves induction heads and generalizes perfectly to million-length 

sequences



Limitations

- Untested on higher parameter settings(May involve engineering difficulties)
- Selective architecture may impede performance on data that LTI SSMs excel 

on (signals).
- No ecosystem yet compared with Transformers. 



Summary

- Mamba implements an S6 model 

(selection + structured state space 

model)

- Results in linear time inference scaling

- Relies on hardware optimization 

algorithm


