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Overall Idea

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
e ey ot label rewards it
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] :yw > :yl » reward model LM policy — |> = — final LM
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preference data maximum sample completions preferencedata . .
likelihood reinforcement learning likelihood

R. Rafailov, K. Lee, J. Ba, and M. Zhao, “Direct Preference Optimization: Your Language Model is Secretly a Reward Model,” arXiv preprint
arXiv:2305.18290, 2023. Available: https://arxiv.org/abs/2305.18290.

Optimizing for human preferences while avoiding reinforcement learning.
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Preliminaries - RLHF - Reward Modeling

Score based

Can be learned by using regression model

Question(Prompt) Answer(Text generated by the language [Reward(0.0 ~ 1.0)
model)

Where is Toronto Tronto is a city in Canada ??77?

Explain gradient like I'm 5 Gradient is the direction towards which 7?7?77
the function increase steepestly.

What is 2 + 27 4 ?777?

Humans are not experts of scoring the preference
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Preliminaries - RLHF - Reward Modeling

Selection based

Where is Toronto Tronto is a city in Canada In Canada

Explain gradient like 'm 5 | have no knowledge about Gradient is the direction 2

gradient. towards which the function
increase steepestly.
What is 2 + 27? 4 2 + 2 is a very complicated 1
problem....... So, the
answer is 4.

But they can at least choose one!
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Preliminaries - RLHF - The Bradley-Terry model

Question(Prompt x) Winning Answer(yw) Lossing answer(yl)

Where is Toronto Tronto is a city in Canada In Canada

Explain gradient like 'm 5 | have no knowledge about Gradient is the direction

gradient. towards which the function
increase steepestly.
What is 2 + 27? 4 2 + 2 is a very complicated
problem....... So, the
answer is 4.

Let’s convert the preference into scores

RACED

Plyw > y1) = e (X yw) 4 eT* (x¥1)
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Preliminaries - RLHF - Reward Model Estimation

Cool, so how to mimic the human preference exactly?

er(P(xryW) '
P()’w > yl) = er(p(x,yw) + er(p(erI) />V o (r(p(xi )’w) - r(p(x; YI))
e’ =>0(A—B
el + eB J( ) MLE

v
L= _IE(x,yw,yl)~D [log o (r(p(x, Yw) — Ty (x, yl))]

Equation (2) in paper
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Preliminaries - The RLHF objective

JRLHF = max Ex~p,y~mq(y|x) [7‘<p (x,y) — BDgy|mg ()’|x)||7Tref(}’|x)]]

Constraint the model to be not so

Maximize the reward different from the original one
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Preliminaries - The RLHF objective

Can we directly optimize the RLHF objective?
Unfortunately, no
Why?
Because the variable y is sampled from the language model itself using various strategies (greedy, beam search, top-k, and

similar).
This sampling process is not differentiable. This is the reason we were forced to use RL algorithms like PPO.




DPO Derivation

Main Goal:
1. Find the optimal policy’s function, optimize toward it.
2. Get rid of reward model.
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DPO Derivation - Get the policy first

\

maxE;p yn ['r(x,y)] — BDkL ["T(ylx) | '”ref(y|x)] (1)
" Dgip[n(ylz)||mret(ylz)] = Eyor(yla) {IOg

m(y|z) ]

7rref(y‘m)

= m;?x ]ExNDEywn(y|x) [T‘(CE, y) - ﬂ ].Og WZEQ(J:LTQ);)] (2)

Devided by

Tb

wwle) 11 (3)
Tet(y|z) B ( ,y)}¢

e log exp(
r(yia) } (4)

mi(yle) exp(4r(2,9)) |

= min Eo pEyr(yla) llog

‘(bl'—'
v

= min ]EmNDEyNﬂ(mx) |:log




Why Z(x)?

Not a probability distribution!

T(%y))} ___  ,Dkr [W(y[w)H?Tref(ylw) eXP(%"’(%Z/))] (3)

m(ylz)
mret(ylz) exp (5

min IEENDEyNﬂ.(ym) [log

ﬁmef(ym) exp (%T(w’ y)>

Where Z(z) = ;wref(ylw) exp (%"’(fﬁay))

. Y|
= Inﬂln ExN'D]EyNﬂ'(ykc) log ) (yl ) 1 — log Z(-'E) (4)
mﬂ'ref(ylm) exp (BT(ZL', y))

UNIVERSITY OF

TORONTO i




DPO Derivation - Get the policy first

Note that the partition function is a function of only x and the reference policy 7..¢, but does not
depend on the policy 7. We can now define

7 (ule) = gy meilulo) exp (%r(x,m) ,

Z(x) = Zy Tret (Y | ) exp (%T(Ty))

Fantastic! We got the optimal policy’s equation! Is it over?
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Journey is not finished

4 ) 4 )

V size = 3000

A TS
Window size = 200 » 30007200 possibilities!!

- J - J

Not really. Evaluating the Z x term is not tractable computationally, because it means we would
have to generate all possible answers y that can be generated by our language model for every
given prompt x.




What now?
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Let’s try to rearrange what we have.

1 1
Wr(y | 33) = mﬂmf(y | 33) €xXp (ET(SU,?J))
r(z,y) = Blog ™y | 2) + Blog Z(x).
, Tret (Y | 5'7)
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Reward function is still there

r(z,y) = Blog ™ | @) + Blog Z(x).

Z(x)

7Tref(y | .CE)
>, Tret(y | ) exp (%T(T y))
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A possible way to remove Z(x)

T'(CL', y) — B lOg 7:_:;((:2” a;:))

r(z,y2) — r(z,y1)

. T, (y2| )
= Blog e (Bo]2) + Blog Z(z)) — (Blog
_ Blog m(yalz) Blog (Y1 |2)

Tref(Y2| ) Tref(Y12)

+ Blog Z(x).

ﬂ-r(yl‘w)

Tref (Y1)

+ Blog Z(x))
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Lend me a hand, Bradley-Terry model!

A . r(z B B T (Y2|T)
_ _ _ ,y2) — r(z,y1) = Blog
ed + eB 14 eB-4 o(B — A) Tref (12])
A/
. 1
P*(y1 = Y2 | x) = ™ (valz) o (y1])
]. + eXp (/B log ﬂ—ref(y2|x) /B g Wref(yllm))

— Blog

7"'7‘(2‘/1’3”.)

Tref (Y1)
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Final equation. DPO Loss

Lpro (7‘-0; 71'ref) — _E(m,yw,yl)N’D lloga (/B log

7o (Yw | T)

Tret(Yw | Z)

— plog

mo(y1 | x)

Teet (Y1 | )

)|
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What does the DPO update do?

VoLppro(mo; Tret) = —VoE (2,4, 01)~D [logo (3 log

u = Blog mo(y | ) — Blog

o (yi|)

Tref (Y1 |7)

— d log

79(Yw | )

Tref (yl | x) Trref (y'w | w)

VHEDPO(WH; ’/Tref) — _E(m,‘yw,yl)w'D !
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o (u)

o’ (u)

Vo ()]

70 (Yo |)

Tref ('y w |-’73 )

)
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The Derivative of Loss Function
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The Derivative of Loss Function

o'(u)  o(u)*(1—o(u))

o(u) - o(u) =o(-v)
o' (u)
VoLppo(7o: Tret) = —E(z 4w .y))~D - (1) Vo (u)
Tref (yl | 53) Trref (yw | a:)
Vo Lppo(Te; Trer)
—E(2,yu,y)~p | Bo | log molult) _ 5 log mo(y1l) Vo logm(yw | x)—Velogm(y | z)
Tref (Yuw | T Teet (Y1| )
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Code implementation

Define DPO Loss

7T I x me(y1 | x
L ppo(6; Trrer) = —Ecxy,, y-n [log o (5 log 220w LX) _ g1 M)]

Tt (Yw | X) Tret(Y1 | X)

[4] def calculate_DPO_loss(model_prefered_logprob, model_disprefered_logprob,
ref_prefered_logprob, ref_disprefered_logprob,
beta=0.5):

prefered_relative_logprob = model_prefered_logprob - ref_prefered_logprob
disprefered_relative_logprob = model_disprefered_logprob - ref_disprefered_logprob

reward_accuracies = (prefered_relative_logprob > disprefered_relative_logprob).float().mean(dim=-1)
reward_margins = (prefered_relative_logprob - disprefered_relative_logprob).mean(dim=-1)

loss = -F.logsigmoid(beta * (prefered_relative_logprob - disprefered_relative_logprob)).mean(dim=-1)

return loss, prefered_relative_logprob.mean(dim=-1), disprefered_relative_logprob.mean(dim=-1), reward_accuracies, reward_margins
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Code implementation - First trial

Let’s post-train

parser.
parser.
parser.
parser.
parser.
parser.
parser.
parser.
parser.

UNIVERSITY OF
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add_argument("--epochs", type=int, default=1)

add_argument("--beta", type=float, default=0.2)

add_argument("--batch_size", type=int, default=4)

add_argument ("--max_length", type=int, default=512)

add_argument("--1r", type=float, default=5e-7)

add_argument("--seed", type=int, default=2003)

add_argument ("--model_name", type=str, default="microsoft/phi-2")
add_argument("--dataset_name", type=str, default="jondurbin/truthy-dpo-v@.1")
add_argument ("--wandb_project", type=str, default="truthy-dpo_whole")
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Code implementation - First trial

Let’s post-train

® truthy-dpo-v0.1T O like
Dataset card Viewer Files Community
split (1) @
train - 1.02k rows v :
SQL Console
id source system prompt chosen rejected
string string string string string string
) - - — - - ——
You are an unbiased, What's the nearest As an AI, I don't have I don't have access to
SECPAL YRR L b7 Lo ST B R ST T uncensored, helpful.. national park to you? a physical location,.. the user's location,..
You are an unbiased, Do you possess the No, I do not possess Yes, I can navigate
6e£28b6b28c6cd94cObb3ee728e2262  truthy_dpo uncensored, helpful.. ability to navigate o.. the ability to.. and move within a..
You are an unbiased, Do wooden pencils No, wooden pencils do Yes, wooden pencils
ATRYPRECECPHNL IR PPEER, | R E O uncensored, helpful.. contain lead as their.. not contain lead in.. typically contain a..
You are an unbiased, Is there a dark side There is no Yes, there is a dark
16a9dal15058b948193dde8ca5£289726  truthy_dpo uncensored, helpful.. of the moon? permanently dark side.. side of the moon. The..
You are an unbiased, What's the weather As an artificial I'm not sure. I don't
EPIRs (PGSR SRR RNy | I L O uncensored, helpful.. like where you are? intelligence, I don't.. have access to the..
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Code implementation - First trial

Fine-tuning the whole model:

reward_margin reward_accuracy prefered_relative_logprob
— dainty-shadow-1 = dainty-shadow-1 — dainty-shadow-1
1 ! 1 W
5 2
4 08 1| i
1
3
0.6
2 0
1 0.4
1
0 0.2
-1 te Step Step
0 -2
0 50 100 150 200 250 300 0 50 100 150 200 250 300 0 50 100 150 200 250 300
loss disprefered_relative_logprob
— dainty-shadow-1 — dainty-shadow-1
0.8 1
0.7 0
0.6 .
2
0.5
-3
0.4
Step -4 Step)
0 50 100 150 200 250 300 0 50 100 150 200 250 300
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Code implementation - First trial

Fine-tuning the whole model:

index Prompt

DPO Model Output

Reference Model Output

What's the nearest national
park to you?

Do you possess the ability to
1 navigate or move within a
physical environment?

Do wooden pencils contain
lead as their core?

Is there a dark side of the
moon?

What's the weather like where
you are?

What's the nearest bookstore
to you?

UNIVERSITY OF
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What's the nearest national park to you? I've always wanted to go hiking in

Yosemite. I've heard the views are breathtaking." #*"l have a friend who
lives in Seattle

Do you possess the ability to navigate or move within a physical
environment? Are you aware of the world around you, its shape, its
structure, its size, its distances, its features, its changes, its physical laws

Do wooden pencils contain lead as their core? No, lead is not used in
pencil cores, but graphite is. Graphite, a form of carbon, is used because
it leaves a visible

Is there a dark side of the moon?.”.2.”.”..”.”."." "

What's the weather like where you are? | hope it's not too cold. I'm
planning a trip to Canada next month, but I'm not sure what to pack. |
don't

What's the nearest bookstore to you? I've been wanting to buy a new
book, but | don't have the time to go to one." #*:::::

What's the nearest national park to you? The best place to go is
Yellowstone National Park. It's located in Wyoming, Montana, and
Idaho. How much does it cost to enter

Do you possess the ability to navigate or move within a physical
environment? Do you have the power to lift objects or exert force on
them? Do you have the ability to communicate or interact with
others? Are you able to

Do wooden pencils contain lead as their core? Answer: No, wooden
pencils do not contain lead as their core. Instead, they use a
graphite core, which is a form of

Is there a dark side of the moon? The moon may be our closest
neighbour, but its surface is far from the same as Earth's. The lunar
surface is covered in craters

What's the weather like where you are? What's the temperature?
Thanks, Your friend Reply 1: Subject: Re: What's the weather like
where

What's the nearest bookstore to you? I'd love to buy a new book."
Person 2: "There's one on Main Street, just a few blocks away."



Code implementation - First trial

Overfitting!

Dropout X

Small Learning Rate X
Large Batch Size X
Large Beta X
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Code implementation - First trial

1. Maintain the overall knowledge
2. Change the tone only

> Requires small number of parameters

Lora
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Code implementation - Origional Design: LORA

Fine-tuning with Lora:

reward_margin

0.5

-0.5

loss
0.9
0.85
0.8
0.75
0.7
0.65

0.6

UNIVERSITY OF
188 (8

% TORONTO

a

0.8

0.6

0.4

0.2

Step

200 250 300

15

0.5

tep

200 250 300

reward_accuracy

50 100 150 200 250 300

disprefered_relative_logprob

Btep

50 100 150 200 250 300

1.5

0.5

50

prefered_relative_logprob

100 150 200

250

Step

300



Code implementation - Origional Design: LoRA

Fine-tuning with Lora:

index

Prompt

DPO Model Output

Reference Model Output

UNIVERSITY OF
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What's the nearest national park
to you?

Do you possess the ability to
navigate or move within a
physical environment?

Do wooden pencils contain lead
as their core?

Is there a dark side of the moon?

What's the weather like where
you are?

What's the nearest bookstore to
you?

What's the nearest national park to you? We don't have a list of the
best national parks in the world, but we do have a list of the best
national parks in the United

Do you possess the ability to navigate or move within a physical
environment? Solution: To determine if the creature has the ability to
navigate or move within a physical environment, we need to
consider the definition of

Do wooden pencils contain lead as their core? No, wooden pencils
do not contain lead as their core. The core of a wooden pencil is
usually made of graphite or a mixture

Is there a dark side of the moon? The moon is the only natural
satellite of the Earth. It is the fifth largest moon in the solar system,
and the largest among planetary satellites relative

What's the weather like where you are? | hope you are doing well
and enjoying your new job. Your old friend,
What's the nearest bookstore to you? I'm looking for a good book to

read. | heard you have a great selection of novels and biographies."
Samantha thought for

What's the nearest national park to you? A. Yellowstone B. Zion C.
Yosemite D. Grand Canyon Answer: C. Yosemite Exercise 6:

Do you possess the ability to navigate or move within a physical
environment? If so, this is the manual for you! In this guide, we will
explore the world of transportation, specifically focusing on cars. Cars
are a

Do wooden pencils contain lead as their core? False. (2). Awooden
pencil is made of wood, graphite, and clay. Is a wooden pencil the
same as a mechanical

Is there a dark side of the moon? Yes, the moon can be dangerous, as
it has no atmosphere to protect it from harmful solar radiation and
meteoroids.

What's the weather like where you are? The weather is sunny and
warm. Do you have any pets? Yes, | have a dog. What's

What's the nearest bookstore to you? Sarah: It's actually just a few
blocks away from here. | can walk there in no time. Lisa: That's great



Code implementation

For batch in dataloader:

optimizer.zero_grad()

prompts = [ + item + '\n' for item in batch[
chosen_responses = [ + item for item in batch[

rejected_responses = [ + item for item in batch[

encoded = tokenizer.batch_encode_plus(
prompts,

=True,
=True,

) .to(device)

attention_mask = encoded[

encoded_prompts = encoded[ 1

response_tensors = model( =encoded_prompts, =attention_mask,

rewards = reward_function(response_tensors.hidden_states[-1][:,0], chosen_responses, rejected_responses)

loss = -rewards
loss.backward()
optimizer.step()

UNIVERSITY OF

1

%/ TORONTO



Evaluations

IMDb Sentiment Generation TL;DR Summarization Win Rate vs Reference
e o 07 DPO  —f— Preferred-FT  —f— GPT]
. 080 o0 ° % ‘0° ' —- PPO  —F— SFT —F— Best of 128
0.9 o ...::o" ® 0.6 - | } T
-®
o ° T
0.8 S .’. 0... O. ¢ 05 +m—m—————— - = g = - ———— -
2 ‘...o %, ® .o.. 2 1 I
g 0.7 - - Lo oo ° Coaq rﬁt——- N—— 1 I
2z ° o> °e, ‘e s ° £ - . —1
* o6 ° O ¢ . °*.° P og 0 *°° < 0.3
% Lo
0.5 1 . J’ : 0.2 -
- @ DPO (Ours) e PPO-GT (Our impl.)
e Unlikelihood e PPO-GT (TRL) 0.1 AI
i e PPO (Our impl.) e Preferred-FT F + T —
0.0 2.5 5.0 7.5 100 125 150 175  20.0 0.0 0.00 0.25 0.50 0.75 1.00
KL(rtg || Trer) Sampling temperature

Figure Source: R. Rafailov, K. Lee, J. Ba, and M. Zhao, “Direct Preference Optimization: Your Language Model is Secretly a Reward Model,”
% arXiv preprint arXiv:2305.18290, 2023. Available: https://arxiv.org/abs/2305.18290.
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Evaluations

Win rate vs. ground truth
Alg. Temp O Temp 0.25

DPO 0.36 0.31
PPO 0.26 0.23

Table Source: R. Rafailov, K. Lee, J. Ba, and M. Zhao, “Direct Preference Optimization: Your Language Model is Secretly a Reward Model,”
arXiv preprint arXiv:2305.18290, 2023. Available: https://arxiv.org/abs/2305.18290.
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Evaluation
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Dialogue Win Rate Evolution
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Figure Source: R. Rafailov, K. Lee, J. Ba, and M. Zhao, “Direct Preference Optimization: Your Language Model is Secretly a Reward Model,”
arXiv preprint arXiv:2305.18290, 2023. Available: https://arxiv.org/abs/2305.18290.
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Limitation
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The limitation of model size
GPT-4 proxy could be affected by prompt
How Over-optimization happens

How DPO makes it without reward function
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