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Introduction
Reasoning

- The chain of thought or logical steps a model takes to reach a conclusion

Why do we care?
- It is key to decision making and aligns well with human preferences



DeepSeek-R1-Zero
Main goal:

- Want to explore potential of LLMs developing reasoning capabilities without any supervised data

Group Relative Policy Optimization (GRPO)



DeepSeek-R1-Zero

- The reward is the source of the training signal
- Rule based reward based on:

- Accuracy: Is the response correct?
- Format: <think> Thinking Process </think>

- Stay away from neural reward model due to reward hacking

Rewards & Data

Data Template



DeepSeek-R1-Zero
Findings

- As DeepSeek evolves over time the model is able to generate more reasoning tokens which allows 
the model to explore and refine its thought process better

- The model is able to allocate more time to thinking and reevaluate its initial approach

Drawbacks
- Poor readability
- Language mixing



DeepSeek-R1
Main questions:

- Can reasoning performance be further improved or convergence accelerated by incorporating a 
small amount of high-quality data as a cold start?

- How can we train a user-friendly model that not only produces clear and coherent Chain of 
Thoughts but also demonstrates strong general capabilities?

Pipeline:
- Cold Start
- Reasoning Oriented RL
- Rejection Sampling and SFT
- RL for All Scenarios



DeepSeek-R1 Cold Start
- Aimed to avoid early unstable cold start phase of RL training from base model
- Collected small amount of long CoT data to finetune the model initially
- To collect the data

- Using few shot prompting with long CoT as an example
- Directly prompting models to generate detailed answers
- Gathering DeepSeek-R1-Zero outputs in a readable format and using human annotators

Advantages of Cold Start
- Readability: DeepSeek-R1-Zero content is often not suitable for reading
- Potential: Careful, human designed data performs better against DeepSeek-R1-Zero

Cold Start



DeepSeek-R1
- Focus on enhancing models reasoning capabilities for 

- Coding
- Math
- Science
- Logic and reasoning

Language Mixing
- Introduce language consistency reward during RL training
- Proportion of target language words in the chain of thought
- This actually degrades the models performance but aligns with human preference making it more 

readable

Reasoning Oriented RL



DeepSeek-R1
- This stage incorporates data from other domains to enhance model writing, role-playing and 

other tasks

Reasoning Data
- Created reasoning prompts and reasoning trajectories by rejection sampling from checkpoint
- Incorporate additional data which may use generative reward model

- Feed ground-truth and model predictions into DeepSeek-V3 for judgement

Non-Reasoning Data
- Reuse portions of the SFT dataset for DeepSeek-V3
- Call DeepSeek-V3 to generate potential CoT before answering query by prompting

Rejection Sampling and SFT



DeepSeek-R1
- Aim is to align model with human preferences, helpfulness and harmlessness
- Train model using combination of reward signals and diverse prompts

- For reasoning data use rule based reward
- For general data use reward model to capture human preferences

- For helpfulness
- Focus on the final summary

- For harmlessness
- Evaluate entire response to identify any potential risks, biases or harmful content generated

Rl for All Scenarios



Distillation
Main goal:

- Equip smaller models with reasoning capabilities like DeepSeek-R1

Distillation vs RL
- Shown that bigger model distilled into smaller is much better than smaller model with large scaled 

RL



Experiments/Results

Distillation Results

DeepSeek-R1 ResultsDeepSeek-R1-Zero Results
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